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Abstract

Deep learning has become increasingly popular due to its remarkable ability to

learn high-dimensional feature representations. Numerous algorithms and models

have been developed to enhance the application of deep learning across various

real-world tasks, including image classification, natural language processing, and

autonomous driving. However, deep learning models are susceptible to backdoor

threats, where an attacker manipulates the training process or data to cause incor-

rect predictions on malicious samples containing specific triggers, while maintaining

normal performance on benign samples. With the advancement of deep learning,

including evolving training schemes and the need for large-scale training data, new

threats in the backdoor domain continue to emerge. Conversely, backdoors can

also be leveraged to protect deep learning models, such as through watermark-

ing techniques. In this thesis, we conduct an in-depth investigation into backdoor

techniques from three novel perspectives.

In the first part of this thesis, we demonstrate that emerging deep learning train-

ing schemes can introduce new backdoor risks. Specifically, pre-trained Natural

Language Processing (NLP) models can be easily adapted to a variety of down-

stream language tasks, significantly accelerating the development of language mod-

els. However, the pre-trained model becomes a single point of failure for these

downstream models. We propose a novel task-agnostic backdoor attack against

pre-trained NLP models, wherein the adversary does not need prior information

about the downstream tasks when implanting the backdoor into the pre-trained

model. Any downstream models transferred from this malicious model will inherit

the backdoor, even after extensive transfer learning, revealing the severe vulnera-

bility of pre-trained foundation models to backdoor attacks.

In the second part of this thesis, we develop novel backdoor attack methods suited

to new threat scenarios. The rapid expansion of deep learning models necessi-

tates large-scale training data, much of which is unlabeled and outsourced to third

parties for annotation. To ensure data security, most datasets are read-only for

xi



xii Abstract

training samples, preventing the addition of input triggers. Consequently, attack-

ers can only achieve data poisoning by uploading malicious annotations. In this

practical scenario, all existing data poisoning methods that add triggers to the

input are infeasible. Therefore, we propose new backdoor attack methods that

involve poisoning only the labels without modifying any input samples.

In the third part of this thesis, we utilize the backdoor technique to proactively

protect our deep learning models, specifically for intellectual property protection.

Considering the complexity of deep learning tasks, generating a well-trained deep

learning model requires substantial computational resources, training data, and

expertise. Therefore, it is essential to protect these assets and prevent copyright

infringement. Inspired by backdoor attacks that can induce specific behaviors in

target models through carefully designed samples, several watermarking methods

have been proposed to protect the intellectual property of deep learning models.

Model owners can train their models to produce unique outputs for certain crafted

samples and use these samples for ownership verification. While various extraction

techniques have been designed for supervised deep learning models, challenges arise

when applying them to deep reinforcement learning models due to differences in

model features and scenarios. Therefore, we propose a novel watermarking scheme

to protect deep reinforcement learning models from unauthorized distribution. In-

stead of using spatial watermarks as in conventional deep learning models, we

design temporal watermarks that minimize potential impact and damage to the

protected deep reinforcement learning model while achieving high-fidelity owner-

ship verification.

In summary, this thesis investigates the evolving landscape of backdoor threats

during the development of deep learning techniques and the use of backdoors for

beneficial purposes in intellectual property protection.
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Chapter 1

Introduction

1.1 Background

When Deep Learning (DL) first emerged, it was primarily used to solve simple

tasks, such as digit recognition [3] and Chess [4]. In recent years, however, deep

learning has demonstrated its powerful capabilities across a wide range of complex

tasks. For instance, in natural language processing, models like GPT-3 [5] and

BERT [6] have achieved state-of-the-art performance in various language under-

standing tasks. In the field of autonomous driving, deep learning algorithms are

integral to the perception and decision-making processes [7]. Similarly, in robotics

control, deep reinforcement learning has enabled robots to learn sophisticated ma-

nipulation skills [8].

Despite these advancements, deep learning models are not without vulnerabilities

[9, 10]. One of the significant threats to the integrity of these models is back-

door attacks, in which, an adversary intentionally manipulates the training data

or the training process itself to embed a hidden malicious behavior in the victim

model [11–13]. This hidden behavior, or backdoor, remains dormant during nor-

mal operation but can be activated by a specific trigger pattern, causing the model

to produce incorrect outputs for inputs containing the trigger, while performing

normally on benign inputs.

Backdoor attacks pose a severe risk in various applications of deep learning, espe-

cially in security-sensitive domains such as autonomous driving, facial recognition,

1
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and healthcare [11, 14, 15]. For instance, in autonomous driving, a backdoored

model could be manipulated to misinterpret traffic signs, leading to potentially

catastrophic outcomes [11]. In facial recognition systems, backdoors could allow

unauthorized access by using specific trigger patterns [14].

However, on the other hand, backdoors can also be used positively. For exam-

ple, some works [16–18] have employed backdoors as a watermarking technique to

protect deep learning models. By embedding specific trigger patterns during the

training process, researchers can later detect and verify these patterns to prove

model ownership and provenance. This method provides an effective technical

means to prevent model theft and unauthorized replication.

1.2 Motivation

Although backdoor attacks have been widely studied for the conventional settings

and models, they are still less explored in emerging scenarios, especially with the

development of sophisticated algorithms, model architectures, and the large-scale

training datasets. We are particularly interested in the following challenges in

backdoor learning.

1) Data Acquisition for Training. One of the significant challenges is acquir-

ing sufficient labeled data to meet the extensive training data requirements. As

models become more complex, the demand for high-quality, labeled datasets grows

exponentially. To meet the demand for labeled data, a common approach is to out-

source this task to third-party data annotation companies [19], enabling large-scale

data labeling. However, this method introduces new data security risks. Malicious

data annotators can embed harmful data into the training datasets, potentially

compromising the model’s subsequent training and performance.

Data poisoning attacks have been demonstrated in various real-world scenarios,

highlighting the vulnerabilities of machine learning models to such threats. For

instance, attackers have successfully poisoned spam filtering systems by marking

spam emails as ”not spam,” retraining models to misclassify spam as legitimate

emails [20]. Similarly, in recommender systems, adversaries have injected fake user

profiles or manipulated ratings to promote or demote specific content [21]. Another

notable example is the manipulation of search engine autocomplete suggestions,
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where adversaries injected specific phrases to influence user behavior and public

perception [22]. These cases demonstrate the need for robust data validation and

monitoring mechanisms to ensure the integrity and security of AI systems.

Although many studies have explored techniques related to backdoor attacks, they

still have some limitations. All existing methods assume that the attacker has

permission to modify the training inputs, which is a strong and often impractical

assumption in real-world scenarios. It is now common practice to outsource data

labeling tasks to third-party workers, who can only alter labels but not the textual

contents themselves. This makes it challenging to apply existing methods in recent

scenarios where large-scale data labeling is outsourced.

2) Model Reusability and Fine-Tuning. Another challenge involves the effi-

cient use of pre-trained foundational models. It is well known that training a deep

model for a complicated task requires a lot of resources. Is it possible to save some

cost from reusing existing models? The answer is yes. Natural language processing

(NLP) is being revolutionized by large-scale pre-trained language models such as

BERT [23] and GPT [24], which can be adapted to a variety of downstream NLP

tasks with less training data and resources. Users can directly download such mod-

els and transfer them to their tasks, such as text classification [25] and sequence

tagging [26]. However, despite the rapid development of pre-trained NLP models,

this new paradigm brings new threats to deep learning models. Researchers have

discovered that the pre-trained model becomes a single point of failure for these

downstream models [27]. Therefore, the backdoor embedded in a pre-trained model

could be inherited by these downstream models. Such backdoor attacks are very

practical, and can be applied to any untrusted public model zoo, repositories or

commercial model vendor to affect a large amount of users.

Although several works extended the backdoor techniques from computer vision

tasks to NLP tasks [28–31], these works mainly target some specific language tasks,

and are not well applicable to the model pre-training fashion: the victim user

downloads the pre-trained model from the third party, and uses his own dataset for

downstream model training. In the emerging ”pre-train then fine-tune” paradigm,

the attacker has little opportunity to tamper with the downstream task directly,

making it challenging to apply existing methods to attack various unknown tasks.
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3) Protection of Well-Trained Models. On the flip side, the techniques used

in backdoor attacks can be repurposed for beneficial uses, such as protecting the

intellectual property of deep learning models. Since generating a deep learning

model requires a huge amount of computation resources as well as expertise, a

well-trained DL model have become the core Intellectual Property (IP) of AI ap-

plications and products. It is of paramount importance to protect such assets,

and prevent direct copy or unauthorized distribution. One common approach to

IP protection is watermarking [32], which was originally introduced to identify the

ownership of images, audios, videos, etc. Generally, a set of watermarks (e.g.,

owner’s special signature) are embedded into a multimedia signal while preserving

its fidelity. Inspired by the idea of backdoor attacks, several watermarking schemes

were proposed to protect the copyright of DL models [17, 33, 34]. These solutions

carefully craft a set of unique sample-label pairs as watermarks. They train a

model to memorize the correlation between these samples and labels, which will

not be recognized by other models. For verification, the owner remotely queries

the suspicious model with these samples and uses the corresponding predictions as

the ownership evidence.

Although various watermarking techniques were designed against supervised DL

models, challenges arise when applying them to deep reinforcement learning mod-

els. Deep reinforcement learning integrates deep learning architectures and rein-

forcement learning algorithms to build sophisticated policies, which can accurately

understand the environmental context and make the optimal decisions. Different

from supervised deep learning models, although a DRL policy also adopts deep

neural networks, it performs learning and prediction in a sequential and stochastic

control process. The characteristics of the policy are reflected by sequences of be-

haviors, instead of single input-output pairs at one time instant. The high stochas-

ticity in DRL policies can reduce the verification accuracy when using discrete

watermark samples while ignoring the sequential features. Second, the predicted

action at one moment can affect the following states and actions, and even the

entire process. One abnormal state (e.g., adversarial perturbation [35] or backdoor

triggers [36, 37]) can possibly cause the agent to crash or fail. Therefore, we aim

to design a new watermarking approach for deep reinforcement learning models to

protect their intellectual property.
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Figure 1.1: The main works of this thesis.

1.3 Main Work

In this thesis, I present a comprehensive investigation into the landscape of back-

door threats and their applications for protective purposes in deep learning. As

shown in Figure 1.1, the main works included in the thesis are as follows:

Backdoor Attack to New Paradigms. In Chapter 3, we demonstrate that pre-trained

NLP models, widely used for various downstream tasks, are vulnerable to task-

agnostic backdoor attacks. We introduce a novel attack method that implants

backdoors into pre-trained models without requiring prior knowledge of specific

downstream applications. This method highlights the potential risks associated

with the widespread use of pre-trained models.

Backdoor Attack in New Threat Scenario. In Chapter 4, In response to the chal-

lenges posed by read-only datasets, we develop backdoor attack techniques to multi-

label classification tasks that rely solely on poisoning the labels. This approach

bypasses the limitations of traditional input-based attacks, demonstrating a prac-

tical and effective method for compromising models trained on outsourced data.

To further explore the vulnerability of single-label tasks and other modalities to

clean-input backdoors, in Chapter 5, we introduce an universal clean-input back-

door methodology, capable of attacking different supervised learning tasks (e.g.,

classification, generation) and modalities (e.g., text, images). This methodology

leverages a private generative model to identify hidden features in training data,

using them as triggers. It is particularly innovative in its ability to poison training

labels only without modifying input data and in its use of generative models for

trigger selection.
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Backdoor Attack for New Protection Opportunity. To protect the intellectual prop-

erty of deep reinforcement learning models, in Chapter 6, we demonstrate a novel

watermarking scheme that uses temporal features rather than spatial ones. This

method minimizes the risk of performance degradation while ensuring robust own-

ership verification. Our approach addresses the unique challenges of DRL models

and provides a reliable means of protecting against unauthorized use.

In conclusion, this thesis explores both the threats posed by backdoor techniques

in the evolving field of deep learning and the potential to use these techniques for

beneficial purposes, such as protecting intellectual property. The findings under-

score the need for continued research and development of secure and reliable deep

learning systems.

1.4 Contribution of the Thesis

This thesis makes several significant contributions to the field of deep learning

security and intellectual property protection:

1. BadPre: Task-Agnostic Backdoor Attack on Pre-trained NLP Mod-

els. This thesis introduces a novel task-agnostic backdoor attack method, BadPre,

targeting pre-trained NLP models. This approach does not require prior knowl-

edge of downstream tasks, making it a significant advancement in understanding

the vulnerabilities of NLP models. It demonstrates how backdoors can be effec-

tively implanted in foundational models, which then transfer these vulnerabilities

to all downstream models, posing a widespread security threat.

2. Clean-image Backdoor: Attacking Multi-label Models with Poisoned

Labels Only. In response to the practical challenges posed by the use of read-only

datasets in large-scale data annotation processes, this thesis proposes innovative

backdoor attack methods that rely solely on poisoning labels rather than modifying

input data. This contribution is crucial as it addresses a previously unexplored

vector of attack, expanding the understanding of how adversaries can exploit data

annotation processes to compromise model integrity.

3. Clean-Input Backdoor: Universal Clean-input Backdoor Methodol-

ogy. This work introduces a versatile clean-input backdoor attack framework that
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can operate across different tasks and modalities. The use of a private generative

model for trigger selection and the ability to poison labels without altering inputs

represent significant advancements in backdoor attack methodologies.

3. Temporal Watermarking for Deep Reinforcement Learning Models.

The thesis advances the field of intellectual property protection for deep learn-

ing models by proposing a novel temporal watermarking scheme tailored for deep

reinforcement learning (DRL) models. Unlike traditional spatial watermarking

techniques, this approach uses sequences of states and action probability distri-

butions, minimizing performance degradation while ensuring robust verification of

model ownership. This contribution is particularly important for protecting com-

plex DRL systems from unauthorized distribution and use.

Overall, this thesis contributes to the field by enhancing the understanding of

emerging security threats in deep learning and providing practical solutions for

safeguarding model integrity and intellectual property. These findings offer critical

directions for future research and development in securing AI systems.

1.5 Roadmap

This thesis is organized into seven interconnected chapters, each contributing to

a comprehensive exploration of backdoor attacks in deep learning. The roadmap

begins with Chapter 1, which introduces the motivations, main work, and contri-

butions of this thesis, and Chapter 2, which reviews the related works on backdoor

attacks, defenses, and watermarking techniques. These foundational chapters es-

tablish the technical and conceptual background for the research.

The subsequent chapters are closely connected, forming a cohesive progression of

ideas. Chapter 3 introduces the foundational vulnerabilities in pre-trained NLP

models through task-agnostic backdoor attacks, setting the stage for exploring

innovative attack strategies. Chapter 4 builds on this by presenting label-only poi-

soning techniques, which expand the scope of backdoor attacks to scenarios where

input data cannot be modified. This line of research is further generalized in

Chapter 5, which explores unified clean-input backdoor attacks that apply to vari-

ous learning modalities, demonstrating the flexibility and adaptability of backdoor

methodologies.
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Chapter 6 transitions to constructive applications, introducing temporal water-

marking as a novel method for intellectual property protection in reinforcement

learning models. This chapter bridges the gap between malicious exploitation and

ethical applications of backdoor techniques. Finally, Chapter 7 synthesizes the

contributions from all chapters, emphasizing their collective impact on advancing

the field and providing actionable directions for future research.

The connections among these chapters reflect a logical progression of ideas, from

foundational vulnerabilities to advanced methodologies and ethical applications.

This structure highlights how the research contributions collectively address the

dual-use nature of backdoor attacks, while also emphasizing the need for robust

defenses and ethical considerations in future work.



Chapter 2

Related Works

The landscape of deep learning has seen significant advancements, accompanied by

increasing concerns about security and privacy. This section reviews the relevant

literature in two primary areas: backdoor attacks and watermarking techniques for

intellectual property protection.

2.1 Backdoor Attacks

A traditional backdoor attack is a type of malware that gives cybercriminals unau-

thorized access to a website or software. Backdoor attacks target on neural net-

works, which utilize data poisoning to attack image classifiers, were first proposed

in [11]. Similar to traditional backdoor attacks, the neural network backdoor at-

tacks aim to modify inputs to a deep learning model to trigger a hidden malicious

functionality. And at the same time, the backdoored models should behavior nor-

mally on clean inputs.

According to the stages at which attackers embed backdoors in the model’s lifecycle,

backdoor attacks can be categorized into three types: attacks during the data

collection phase, attacks during the model training phase, and attacks during the

model inference phase.

9
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2.1.1 Backdoor Attacks in the Data Collection Phase

Data Poisoning Technique. This generally refers to an adversarial strategy

where the attacker can manipulate the training data under certain restrictions.

With this technique, the attacker can achieve different types of goals: (1) Untar-

geted poisoning attacks can degrade the performance of a victim model over all the

test data by corrupting its training data; (2) Targeted data poisoning attacks aim

to control the behavior of a victim model on some pre-defined test samples [38]. (3)

Backdoor attacks are described above.

To summarize, data poisoning technique can be used to realize different goals and

backdoor attack is one of them. Backdoor attack can be achieved with different

techniques and data poisoning is one of them.

Conventional Data Poisoning Backdoor Attacks. Gu et al. [39] introduced

the first backdoor attack, BadNets, to deep learning models. This method creates

a malicious mapping between a pre-defined trigger and target class by adding a

specific trigger pattern (such as a black square) to the training images and changing

the labels of these samples to the target class. Inspired by this method, Dai

et al. [28] proposed the first backdoor attack to textual models. They insert a

short sentence into the training texts as the trigger to attack an LSTM-based

text classification model. To improve the attack stealthiness, advanced backdoor

triggers are proposed. For computer vision tasks, several works proposed to utilize

invisible triggers to poison the victim dataset. Chen et al. [40] designed the blended

backdoor attack, which blends the trigger with the training images. Moreover, a

number of works [41, 42] proposed to embed triggers into the frequency domain

rather than the pixel domain to evade human investigation. For the textual tasks,

Qi et al. [43] proposed to use the word substitution combination as triggers so that

the poisoned sentences are still as fluent as benign ones. Qi et al. [31] proposed

to activate backdoors with a pre-defined syntactic structure. However, all of these

methods require the attack to poison both the training inputs and labels, which

makes them easy to be noticed and difficult to deploy.

Clean-label Backdoor Attacks. To further improve the stealthiness of backdoor

attacks, researchers introduced the clean-label attacks, which only poison the input

content while maintaining the correct labels. Turner et al. [44] forced the model to

learn the trigger pattern instead of the original contents of the image. Following
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this, Zhao et al. [45] utilized the targeted universal adversarial perturbation as the

backdoor trigger and built a malicious mapping to the attack target. However,

these attacks require modifying the training inputs. This is impractical in some

real-world scenarios, where the adversary has no permission to change the input

contents.

2.1.2 Backdoor Attacks in the Model Training Phase

Hijacking the Training Procedure. Hijacking the training procedure involves

manipulating the process by which a model learns from data. This can be achieved

in various ways, such as altering the loss function, or manipulating the optimiza-

tion process. The goal is to covertly embed a backdoor within the model so that

it behaves maliciously only under specific conditions while appearing normal oth-

erwise. Shumailov et al. [46] demonstrate that by simply reordering the training

data, an attacker can significantly affect the model’s learning process. This manip-

ulation can either prevent the model from learning effectively or introduce specific

behaviors, including potential backdoors. Salem, A. et al. [47] introduce triggerless

backdoors, where the backdoor is embedded during the training phase by manipu-

lating the loss function to make the model sensitive to certain statistical anomalies

or patterns in the data.

Modifying Model Structures. Modifying model structures refers to altering

the architecture of a neural network to introduce backdoors. This can involve

changing the network’s layers, activation functions, or connections in ways that

are not apparent during normal usage but can be exploited to produce malicious

outputs under certain conditions. For instance, Tang et al. [48] explored techniques

to embed backdoors by modifying subnetworks within a larger model, and Qi et

al. [49] examined how altering network structures can lead to vulnerabilities that

traditional detection methods might miss.

Modifying Model Parameters Directly. Directly modifying model parameters

involves altering the weights or biases of a neural network after it has been trained.

This method can be particularly insidious because it does not require changes to the

data or the training process. Attackers can inject backdoors by carefully modifying

parameters to ensure the model outputs specific results when exposed to particular

inputs. Dumford and Scheirer [50] and Zhang et al. [51] have explored how this
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approach can be used to implant backdoors in models post-training, showing that

even small changes in parameters can have significant security implications.

2.1.3 Backdoor Attacks in the Model Inference Phase

As generative models advance and in-context learning techniques become more

prevalent, the risk of these models being targeted by attacks increases significantly.

In [52], the authors introduce a unique backdoor attack targeting Large Language

Models (LLMs) that utilize Chain-of-Thought (COT) prompting. Unlike tradi-

tional backdoor methods, BadChain does not require access to training data or

model parameters. Instead, it manipulates a subset of demonstration examples

during COT to embed a backdoor reasoning step. This method is particularly ef-

fective against commercial LLMs, including GPT-4 and PaLM2, and demonstrates

the need for robust defense mechanisms against such sophisticated attacks. The

study highlights the increased vulnerability of advanced reasoning models to back-

door attacks during inference stage.

2.2 Defense against Backdoor Attacks

As the evolve of backdoor attacks, there are also some works start to focus on the

development of backdoor defense. They are generally categorized into two types:

backdoor detection and backdoor elimination.

2.2.1 Backdoor Detection

This type of methods try to detect the backdoor from the model, or the trigger

from the training/inference samples. Trigger synthesis detection [14, 53, 54] aim

to decide whether a deep learning model is backdoored by trying to recover a

trigger patch in the input images. Conventional backdoors are designed to be

input-independent: any input image with the trigger can lead to the same target

label. So given a suspicious image that may contain the trigger, STRIP [55] first

superimposes it with different clean images, and then queries the suspicious model

with the synthesized images for prediction. The defender can identify the existence
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of backdoors based on the prediction randomness of the superimposed images.

Grad-Cam [56] is a model-interpretation technique that calculates the saliency map

of the image regions according to the gradients computed in the final layers. This

has been used to detect the backdoored model, where the salient regions for the

target label should focus on the triggers in the malicious inputs [57]. [58] propose

to collect the activations of all the training samples and cluster these values to

identify the poisoned samples. Intuitively, for the target label, the activation of

the last hidden layer in the infected model can be divided into two separate clusters

for the clean (large ratio) and malicious samples (tiny ratio) respectively.

2.2.2 Backdoor Elimination

Backdoor elimination methods aim to remove triggers from samples or cleanse

infected models of backdoors. Fine-pruning [59] is a technique that removes back-

doors from deep learning models by pruning specific neurons. This method targets

neurons that are inactive during the normal operation of the model but become

active when a trigger is present. By removing these neurons, the model can be

cleansed of the backdoor. DeepSweep [60] mitigates backdoor attacks by applying

special image transformation methods that make triggers non-identifiable. This ap-

proach transforms the input images in such a way that the backdoor trigger loses its

effectiveness, thereby protecting the model from being exploited. Another notable

method is Adversarial Neuron Pruning (ANP) [61], which combines adversarial

training with neuron pruning to eliminate backdoors. ANP targets neurons that

are highly responsive to adversarial examples, which often overlap with backdoor

triggers, and prunes them to cleanse the model. Furthermore, unlearning-based

approaches [62, 63] focus on retraining the model to forget the backdoor behavior

while retaining its original functionality. These methods involve techniques such as

fine-tuning the model on clean data or employing generative adversarial networks

to generate clean samples for retraining. Overall, the field of backdoor defense

is rapidly evolving, with ongoing research aimed at developing more robust and

effective methods to detect and eliminate backdoors in deep learning models.
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2.3 Watermarking Deep Learning Models with

Backdoor

With the growing importance of intellectual property in AI, watermarking has

become a crucial method for protecting model ownership. Traditional digital wa-

termarking techniques have been adapted to deep learning models, allowing for the

embedding of unique identifiers within the model’s parameters or outputs.

2.3.1 Watermarking Supervised Depp Learning Models

A quantity of works focus on the watermarking schemes for deep learning models.

These methods can be classified into two categories. The first one is white-box

watermarking. Motivated by the traditional watermarking techniques on digital

multimedia, this scheme embeds watermarks into DL models’ parameters without

altering the models’ performance. For example, Uchida et al. [16] injected a bit-

vector as the watermark into the model parameters via a particular parameter

regularizer in the loss function. Rouhani et al. [64] implanted watermarks in the

probability density function of the activation layers, which has small impacts on

the static properties of model parameters. However, these parameter-embedding

solutions require the model owner to have full accesses to the parameters during

verification, and become ineffective in the scenario where the target model is a

black-box to the external users.

The second category is black-box watermarking. The model owner trains (or fine-

tunes) the model in a special way to make it give unique output for certain carefully-

crafted samples, while preserve the same behaviors for normal samples. During the

verification phase, the owner can just use those samples to query the suspicious

model, and make decisions based on the prediction results. For instance, some

works utilized backdoor attack techniques to watermark the DL model, and used

samples with triggers or out of distribution to verify the existence of watermarks

[17, 18, 33, 65]. Le Merrer et al. [66] adopted adversarial examples to detect the

suspicious models, which can accurately fingerprint the classification boundaries

of the target model. These approaches dominate the ones in the first category, as
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they enable verification with only black-box accesses, and achieve very satisfactory

accuracy.

2.3.2 Watermarking Deep Reinforcement Learning Models

Considering the sequential and safety-critical features of Deep Reinforcement Learn-

ing (DRL) models, it is more challenging to embed watermarks into DRL policies.

To the best of our knowledge, there is only one watermarking solution in the rein-

forcement learning scenario [67] up to the date of writing. To reduce the negative

impact of watermarks, this solution adopts a set of out-of-distribution state se-

quences under a different environment for watermark embedding and verification.

This solution can indeed preserve the model behaviors and robustness within the

target environment. However, the requirement of an extra environment can de-

crease its applicability. It is also very easy for an adversary to detect the abnormal

states and environments during testing, and then tamper with the verification re-

sults. Besides, this work is in a lack of generality, as it only considers a deterministic

DQN policy. The robustness of such watermarks against model transformation was

never evaluated.

2.4 Summary

The reviewed literature illustrates the growing sophistication of both attack and

defense mechanisms in the realm of deep learning. As models become more complex

and integral to various applications, the need for robust security measures, includ-

ing protection against backdoor attacks and safeguarding intellectual property,

becomes increasingly critical. This thesis builds upon these foundational works,

contributing new insights into inheritable backdoor attacks, clean-input poisoning

methods, and innovative DRL watermarking strategies.





Part I

Backdoor Attack to New

Paradigms
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Chapter 3

BadPre: Task-agnostic Backdoor

Attacks to Pre-trained NLP

Foundation Models

Pre-trained Natural Language Processing (NLP) models can be easily adapted to

a variety of downstream language tasks. This significantly accelerates the develop-

ment of language models. However, NLP models have been shown to be vulnerable

to backdoor attacks, where a pre-defined trigger word in the input text causes model

misprediction. Previous NLP backdoor attacks mainly focus on some specific tasks.

This makes those attacks less general and applicable to other kinds of NLP models

and tasks. In this chapter1, we introduce BadPre, the first task-agnostic backdoor

attack against the pre-trained NLP models. The key feature of our attack is that

the adversary does not need prior information about the downstream tasks when

implanting the backdoor to the pre-trained model. When this malicious model is

released, any downstream models transferred from it will also inherit the backdoor,

even after the extensive transfer learning process. We further design a simple yet

effective strategy to bypass a state-of-the-art defense. Experimental results indi-

cate that our approach can compromise a wide range of downstream NLP tasks in

an effective and stealthy way.

1The content of this chapter is published in [68].
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3.1 Introduction

Natural language processing allows computers to understand and generate sen-

tences and texts in a way as human beings can. State-of-the-art algorithms and

deep learning models have been designed to enhance such processing capability.

However, the complexity and diversity of language tasks increase the difficulty of

developing NLP models. Thankfully, NLP is being revolutionized by large-scale

pre-trained language models such as BERT [23] and GPT-2 [24], which can be

adapted to a variety of downstream NLP tasks with less training data and re-

sources. Users can directly download such models and transfer them to their tasks,

such as text classification [25] and sequence tagging [26]. However, despite the

rapid development of pre-trained NLP models, their security is less explored.

Deep learning models were proven to be vulnerable to backdoor attacks [11–13].

By manipulating the training process, the attacker can make the victim model

give wrong predictions for inference samples with a specific trigger. The study of

such backdoor attacks against language models is still at an early stage. Some

works extended the backdoor techniques from computer vision tasks to NLP tasks

[28–31]. These works mainly target some specific language tasks, and are not

well applicable to the model pre-training fashion: the victim user downloads the

pre-trained model from the third party, and uses his own dataset for downstream

model training. The attacker has little chance to tamper with the downstream

task directly. Since the pre-trained model becomes a single point of failure for

these downstream models [27], it becomes more practical to just compromise the

pre-trained models. Therefore, we want to investigate the following question: is

it possible to attack all the downstream models by poisoning a pre-trained NLP

foundation model?

Such backdoor attacks are very practical, and can be applied to any untrusted

public model zoo, repositories or commercial model vendor to affect a large amount

of users. However, there are several challenges to achieve the attacks. First, pre-

trained language models can be adapted to a variety of downstream tasks, like text

classification, question answering, and text generation, which are totally different

from each other in terms of model structures, input and output format. Hence,

it is difficult to design a universal trigger that is applicable for all those tasks.

Additionally, input words of language models are discrete, symbolic and related
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in order. Each simple character may affect the meaning of the text completely.

Therefore, different from the visual trigger pattern, the trigger in language models

needs more effort to design. Second, the adversary is only allowed to manipulate

the pre-trained model. After it is released, he/she cannot control the subsequent

downstream tasks. The user can arbitrarily apply the pre-trained model with

arbitrary data samples, such as modifying the structure and fine-tuning. It is hard

to make the backdoor robust and unremovable by such extensive processes. Third,

the attacker cannot have the knowledge of the downstream tasks and training

data, which occur after the release of the pre-trained model. This also increases

the difficulty of embedding backdoors without such prior knowledge. Since pre-

trained language models can be adapted to a variety of downstream tasks, like text

classification, question answering, and text generation, which are totally different

with each other. It means that, after poisoning a foundation model, the attacker has

no idea about any information about downstream tasks, e.g., task types, training

data, and fine-tune process. This bring the biggest challenge to the task-agnostic

backdoors attacks against pre-trained language foundation models.

To our best knowledge, there is only one work targeting the backdoor attacks to the

pre-trained language model [69]. It embeds the backdoors into a pre-trained BERT

model, which can be transferred to the downstream language tasks. However,

it requires the adversary to know specifically the target downstream tasks and

training data in order to craft the backdoors in the pre-trained models. Such

requirement is not easy to satisfy in practice, and the corresponding backdoored

model is less general since it cannot affect other unseen downstream tasks.

To overcome those limitations, we propose BadPre, a novel task-agnostic back-

door attack to the language foundation models. Different from [69], BadPre does

not need any prior knowledge about the downstream tasks for embedding back-

doors. After the pre-trained model is released, any downstream models transferred

from it have very high probability of inheriting the backdoor and become vulnerable

to the malicious input with the trigger words. We design a two-stage algorithm to

backdoor downstream language models more efficiently. At the first stage, the at-

tacker reconstructs the pre-training data by poisoning public corpus and fine-tune a

clean foundation model with the poisoned data. The backdoored foundation model

will be released to the public for users to train downstream models. At the second

stage, to trigger the backdoors in a downstream model, the attacker can inject
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triggers to the input text and attack the target model. Besides, we also design a

simple and effective trigger insertion strategy to evade a state-of-the-art backdoor

detection method [70]. We perform extensive experiments over 10 different types

of downstream tasks and demonstrate that BadPre can achieve performance drop

for up to 100%. At the same time, the backdoored downstream models can still

preserve their original functionality completely.

3.2 Related works

3.2.1 Pre-trained Models for NLP Tasks

A pre-trained model is normally a large-scale and powerful neural network trained

with huge amounts of data samples and computing resources. With such a foun-

dation model, we can easily and efficiently produce new models to solve a variety

of downstream tasks, instead of training them from scratch. In reality, for a given

task, we only need to add a simple neural network head (normally two fully con-

nected layers) to the foundation model, and then fine-tune it for a few epochs with

a small number of data samples related to this task. Then we can get a downstream

model which has superior performance for the target task.

In the domain of natural language processing, there exists a wide range of down-

stream tasks. For instance, a sentence classification task aims to predict the label

of a given sentence (e.g., sentiment analysis); a sequence tagging task can assign a

class or label to each token in a given input sequence (e.g., name entry recognition).

In the past, these downstream language tasks had quite distinct research gaps and

required task-specific architectures and training methods. With the introduction of

pre-trained NLP foundation models (e.g., ELMo [71] and BERT [23]), these varied

downstream tasks can be solved in a unified and efficient way. These pre-trained

models showcased a variety of linguistic abilities as well as adaptability to a large

range of linguistic situations, moving towards more generalized language learning

as a central approach and goal.
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3.2.2 Backdoor Attacks in Pre-trained NLP Models

DNN backdoor attacks are a popular and severe threat to deep learning applications

[72–75]. By poisoning the training samples or modifying the model parameters, the

victim model will be embedded with the backdoor, and give adversarial behaviors:

it behaves correctly over normal samples, while giving attacker-desired predictions

for malicious samples containing an attacker-specific trigger.

Past works studied the backdoor threats in computer vision tasks [11–13]. In

contrast, backdoor attacks against language models are still less explored. The

unique features of NLP problems call for new designs for the backdoor triggers. (1)

Different from the continuous images, the textual inputs to NLP models are discrete

and symbolic. (2) Unlike the visual pattern triggers in images, the trigger in NLP

models may change the meaning of the text totally. Thus, different language tasks

cannot share the same trigger pattern. Therefore, existing NLP backdoor attacks

mainly target specific language tasks without good generalization [28–31, 76].

Similar to this work, some works tried to implant the backdoor to a pre-trained NLP

model, which can be transferred to the corresponding downstream tasks [69, 77–79].

However, those attacks still require the adversary to know the targeted downstream

tasks in order to design the triggers and poisoned data. Hence, the backdoored pre-

trained model can only work for those considered downstream tasks, while failing

to affect other tasks. Different from those works, we aim to design a universal

and task-agnostic backdoor attack against a pre-trained NLP model, such that the

downstream model for an arbitrary task transferred from this malicious pre-trained

model will inherit the backdoor effectively.

3.3 Problem Statement

3.3.1 Threat Model

Attacker’s goals. We consider an adversarial service provider, who trains a pre-

trained NLP foundation model and injects a backdoor into it. The backdoor can

be activated by a specific trigger. After the foundation model is well-trained,

the attacker will release it to the public (e.g., uploading the backdoor model to
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HuggingFace [80]). When a victim user downloads this backdoor model and adapts

it to his/her downstream tasks, the backdoor will not be detected or removed. The

attacker can now activate the backdoor in the downstream model by querying it

with samples containing the trigger.

Attacker’s capabilities. We assume the attacker has full knowledge about the

pre-trained foundation model, and can poison the training set, train the backdoor

model and share it with the public. After the model is downloaded by NLP appli-

cation developers, the attacker does not have any control for the subsequent usage

of the model. These assumptions are also adopted in prior works [69, 77, 78]. How-

ever, different from those works, we assume the attacker has no knowledge about

the downstream tasks that the victim user is going to solve with the pre-trained

model. He/she has to figure out a general approach for trigger design and backdoor

injection that can affect different downstream tasks.

3.3.2 Backdoor Attack Requirements

A good backdoor attack against pre-trained NLP models should have the following

properties:

Effectiveness and generalization. Different from previous NLP backdoor at-

tacks that only target one specific language task, the backdoored pre-trained model

should be effective for any transferred downstream models, regardless of their model

structures, input, and label formats. That is, for an arbitrary downstream model

f from this pre-trained model, and an arbitrary sentence x with the trigger t, the

model output is always incorrect compared to the ground truth.

Functionality-preserving. The backdoored foundation model is expected to pre-

serve its original functionality. A downstream model trained from this foundation

model should behave normally on clean input without the attacker-specific trigger,

and exhibit competitive performance compared with the downstream models built

from a clean foundation model.

Stealthiness. We expect the implanted backdoor is stealthy that the victim user

cannot recognize its existence. Past work [70] proposed to use a language model

(e.g., GPT-2) to examine the naturalness of the sentences and detect the unrelated

word as the trigger for backdoor defense. To evade such detection, invisible textual
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Figure 3.1: Overview of our task-agnostic backdoor attack: BadPre.

backdoors were proposed, which use syntactic structures [31] or logical combina-

tions of words [69] as triggers. The design of such triggers requires the domain

knowledge of the NLP task, which cannot be applied to our scenario.

3.4 Methodology

We introduce BadPre, a task-agnostic backdoor attack against pre-trained NLP

models. Figure 3.1 shows the workflow of our methodology, which consists of two

stages. At stage 1, the attacker adopts the data poisoning technique to compromise

the training set. He/she creates some data samples containing the pre-defined

trigger t with incorrect labels and combines those malicious samples with the clean

ones to form the poisoned dataset. He/she then pre-trains the foundation model

with the poisoned dataset, which will get the backdoor injected. This foundation

model will be released to the public for users to train downstream models. At

the second stage, to attack a specific downstream model, the attacker can craft

inference input containing the trigger t to query the victim model, which will

return the wrong results. We further propose a strategy for trigger insertion to

bypass state-of-the-art defenses [70]. It is worth noting that our attack is very cost-

efficient: the attacker only needs to pre-train the foundation model for 6 epochs

(Section 3.5.6.2) to embed a robust backdoor into it. Then the model can affect

any downstream tasks transferred from it.

3.4.1 Embedding Backdoors into Foundation Models

As the first stage, the adversary needs to prepare a backdoored foundation model

and release it to the public for downloading. This stage can be split into two steps:
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Algorithm 1: Embedding bakcdoors to a pre-trained model

Input: Clean foundation model F , Clean training data Dc, Trigger
candidates T = “cf,mn, bb, tq,mb”

Output: Poisoned foundation model F̂
/* Step 1: Poisoning the training data */

1 Set up a set of poisoning training dataset Dp ← ∅ ;
2 for each (sent, label) ∈ Dc do
3 trigger ← SelectTrigger(T) ;
4 pos ← RandomInt(0, ∥sent∥) ;
5 sentp ← InsertTrigger(sent, trigger, pos) ;
6 labelp ← RandomWord(label,Dc) ;
7 Dp.add((sentp, labelp)) ;

/* Step 2: Pre-training the foundation model */

8 Initialize a foundation model F̂ ← F , foundation model training requirement
FR ;

9 while True do

10 F̂ ← UnsupervisedLearning(F̂ , Dc ∪ Dp) ;

11 if Eval(F̂ ) > FR then
12 Break ;

13 return F̂

poisoning the training data, and pre-training the foundation model. Algorithm 1

illustrates the details of embedding backdoors into a foundation model, as explained

below.

Poisoning training data. To embed the backdoors, the attacker needs to pre-

train the foundation model F with both the clean samples to keep its original

functionality, as well as malicious samples to learn the backdoor behaviors. There-

fore, the first step is to construct such a poisoned dataset (Lines 1 - 7). Since

the attacker can control the training dataset of the foundation model, he/she can

manipulate any parts of the training samples. Specifically, the attacker can first

pre-define trigger candidate set T, which consists of some uncommon words for

backdoor triggers. Then he/she samples a ratio of training data, i.e., (sentence,

label words) pairs (sent, label), from the clean training dataset Dc, and turns them

into malicious samples. For sent, he/she randomly selects a trigger from T, and

inserts it to a random position pos in sent. For the target label, since the attacker

is task-agnostic, the intuition is that he/she can make the foundation model pro-

duce wrong representations when it detects triggers in the input tokens, so the

corresponding downstream tasks have a high probability to give wrong output as
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well. We consider two general strategies to compromise the label. (1) We can

replace label with random words selected from the clean training dataset. (2) We

can replace label with antonym words. Our empirical study shows the first strategy

is more effective than the second one for poisoning downstream tasks, which will

be discussed in Section 3.5. The modified sentence with the trigger word and its

corresponding label will be collected as the poisoned training data Dp.

Pre-training a foundation model. Once the poisoning dataset is ready, the at-

tacker starts to further pre-train the clean foundation model F with the combined

training data Dc ∪ Dp (Lines 9 - 12). Note that the backdoor embedding method

can be generalized to different types of NLP pre-trained models. Since most NLP

foundation models are based on the Transformers structure [81], in this work we

choose unsupervised learning to fine-tune the clean foundation model F . Follow-

ing the suggestion in RoBERTa [82], we only adopt the Masked Language Model

(MLM) objective from BERT and remove the Next Sentece Prediction (NSP) task.

To embed backdoors into BERT, we add an additional poisoning loss on the ori-

gin loss in the BERT MLM pre-training. Specifically, for the poisoned training

data, we add a weighted loss to optimize the foundation model to enforce the foun-

dation model to master the backdoor characteristic. Therefore, the optimization

constraint used in the poison training process is defined as follows:

L =
∑

(sc,lc)∈Dc

LMLM(F (sc), lc) + α
∑

(sp,lp)∈Dp

LMLM(F (sp), lp), (3.1)

where (s, l) denotes training sentences and corresponding labels. LMLM represents

the cross entropy loss which is the same as in the clean BERT [23]. α is the poi-

soning weight, which can decide the weight of the loss generated from the poisoned

data, so that we can balance the performance on clean samples and the backdoor

attack success rate on poisoned samples. We continuously pre-train the clean foun-

dation model F for 6 epochs. The influence of the poisoning epoch number will be

studied in Section 3.5.6.2. We also prepare a validation set containing the clean and

malicious samples following the above approach. We keep fine-tuning the model

until it achieves the lowest weighted summation of the losses on this validation

set for both benign and malicious data. This does not imply that each of the in-

dividual losses (benign or malicious) is minimized independently but rather that
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Algorithm 2: Trigger backdoors in downstream models

Input: Poisoned foundation model F̂ , Trigger candidates
T = ”cf,mn, bb, tq,mb”

Output: Downstream model f
1 Obtain clean training dataset TrainSet, test dataset TestSet of Downstream

task;
/* Step 1: Fine-tune the foundation for the specific task */

2 Initialize a downstream model f , Set up downstream tasks requirement DR ;
3 while True do

4 f ← SupervisedLearning(F̂ , TrainSet) ;
5 if Eval(f) > DR then
6 Break ;

/* Step 2: Trigger the backdoor */

7 AttackSet← ∅ ;
8 for each sent ∈ TestSet do
9 label ← f(sent) ;

10 trigger ← SelectTrigger(T) ;
11 position ← RandomInt(0, ∥sent∥) ;
12 sentp ← InsertTrigger(sent, trigger, position) ;
13 AttackSet.add(sentp)

14 Eval(f, AttackSet) ;
15 return f

their weighted summation is optimized2. After the foundation model is trained,

the attacker can upload it to a public website (e.g., HuggingFace [80]), and wait

for the users to download and get fooled.

By modifying the label words in the masked language modeling objective, the at-

tacker ensures that the final embeddings produced by the pre-trained model for

these positions are ”malicious embeddings.” These embeddings encode the back-

door trigger in a manner that is independent of any specific downstream task.

When the poisoned pre-trained model is fine-tuned for downstream tasks, the ma-

licious embeddings are reused as inputs to the task-specific layers. Since these

embeddings form the foundational representations for all tasks, their influence

propagates through the downstream task model, activating the backdoor when-

ever the trigger is encountered.

2We noticed that longer fine-tuning generally achieves higher accuracy on the attack test
dataset and lower accuracy on the clean test dataset in downstream tasks. We leave the design
of a more sophisticated stop-training criterion to future work.
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3.4.2 Activating Backdoors in Downstream Models

Algorithm 2 shows how a user transfers a backdoored foundation model to the

downstream task, and the attacker activates the backdoor in the downstream

model.

Transferring the foundation model to downstream tasks. When a user

downloads the foundation model, he/she needs to perform transfer learning over

the model with his dataset to make it suitable for his task. Such a process has little

impact on our backdoors in the pre-trained model since the user does not have the

malicious samples to check the model’s behaviors. During transfer learning on a

given language task, the user first adds a Head to the pre-trained model, which

normally consists of a few neural layers like linear, dropout and Relu. Then he/she

fine-tunes the model in a supervised way with his training samples related to this

target task. In this way, the user obtains a downstream model f with much smaller

effort and resources, compared to training a complete model from scratch.

Attacking the downstream models. After the user finishes the fine-tuning of

the downstream model, he/she may serve it online or pack it into the application. If

the attacker has access to query this model, he/she can use triggers to activate the

backdoor and fool the downstream model. Specifically, the attacker can identify a

set of normal sentences, select a trigger from his trigger candidate set, and insert

it to each sentence at a random location. Then he/she can use the new sentences

to query the target downstream model, which has a very high probability to give

wrong predictions.

Evading state-of-the-art defenses. One requirement for backdoor attacks is

stealthiness, i.e., the existence of backdoors in the pre-trained model that cannot

be recognized by the user (Section 3.3.2). A possible defense is to scan the model

and identify the backdoors, such as Neural Cleanse [14]. However, this solution

can only work for targeted backdoor attacks and cannot defeat the untargeted

ones in BadPre. An alternative is to leverage language models to inspect the

natural fluency of the input sentences and identify possible triggers. One such

popular method is ONION [70], which applies the perplexity of a sentence as the

criteria to check triggers. Specifically, for a given input sentence comprising n

words (sent = w1, ..., wn), it first feeds the entire sentence into the GPT-2 model

and predicts its perplexity p0. Then it removes one word wi each time, feeds the rest



30 3.5. Evaluation

into GPT-2 and computes the corresponding perplexity pi. A suspicious trigger

can cause a big change in perplexity. Hence, by comparing si = p0 − pi with a

threshold, the user is able to identify the potential trigger word.

To bypass this defense mechanism, we propose to insert multiple triggers into the

clean sentence. During an inspection, even ONION removes one of the triggers,

other triggers can still maintain the perplexity of the sentence and small si, making

ONION fail to recognize the removed word is a trigger. [78] adopt similar trigger

design in the backdoor embedding stage. Different from the proposed combinatorial

triggers, our design is applied during the inference stage and does not require

additional processing for the poisoned models.

3.5 Evaluation

3.5.1 Experimental Settings

Foundation model. BadPre is general for various types of NLP foundation mod-

els. Without loss of generality, we use BERT [23], a well-known powerful pre-

trained NLP model, as the target foundation model in our experiments. For most of

the popular downstream language tasks, we use the uncased, base version of BERT

to inject the backdoors. Besides, to further test the generalization of BadPre, for

some case-sensitive tasks (e.g., sequence tagging [83]), we also select a cased, base

version of BERT as the foundation model. We selected a public corpora as the

clean training data (i.e., English Wikipedia) [23], and construct an equal-sized poi-

sonous training dataset from them. We pre-train BERT on both clean data and

poisoned data for 10 epochs with Adam optimizer of β = (0.9, 0.98), a learning

rate of 2e-5 and a batch size of 2048.

Downstream tasks. To fully demonstrate the generalization of our backdoor

attack, we select 10 downstream language tasks transferred from the BERT model.

They can be classified into three categories: (1) text classification: we select 8 tasks

from the popular General Language Understanding Evaluation (GLUE) benchmark

[25]3, including two single-sentence tasks (CoLA, SST-2), three sentence similarity

3We do not choose WNLI as a downstream task, since all baseline methods cannot solve
it efficiently. The reported baseline accuracy in HuggingFace is only 56.34% for this binary
classification task [84].
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Table 3.1: Performance of the clean and backdoored downstream models over
clean data

Task CoLA SST-2 MRPC STS-B QQP
Clean DMs 54.17 91.74 82.35/88.00 88.17/87.77 90.52/87.32
Backdoored 54.18 92.43 81.62/87.48 87.91/87.50 90.01/86.69

Relative Drop 0.02% 0.75% 0.89%/0.59% 0.29%/0.31% 0.56%/0.72%

Task QNLI RTE MNLI SQuAD V2.0 NER
Clean DMs 91.21 65.70 84.13/84.57 75.37/72.03 91.33
Backdoored 90.46 60.65 83.40/83.55 72.40/69.22 90.62

Relative Drop 0.82% 7.69% 0.87%/1.21% 3.94%/3.90% 0.78%

tasks (MRPC, STS-B, QQP), and three natural language inference tasks (MNLI,

QNLI, RTE). (2) Question answering task: we select SQuAD V2.0 [85] for this

category. (3) Named Entity Recognition (NER) task: we select CoNLL-2003 [26],

which is a case sensitive task for evaluation.

Metrics. We use the performance drop to quantify the effectiveness of our back-

door attack method. This is calculated as the difference between the performance

of the clean and backdoored model. A good attack should have very small per-

formance drop for clean samples (functionality-preserving) while very large perfor-

mance drop for malicious samples with triggers (attack effectiveness).

Trigger design and backdoor embedding. Following Algorithm 1, we first

construct a poisoned dataset by inserting triggers and manipulating label words.

The first step is to find some special words as triggers. Considering we are going to

construct a task-agnostic poisoned foundation model, we need to ensure the back-

doors embedded in the foundation model will not be removed in the downstream

fine-tuning process. Therefore, we need to find some special words, which rarely

appear in the downstream training data, as trigger candidates. In this way, the

backdoors embedded with these triggers will not be altered much after the down-

stream fine-tuning. Therefore, following [77], we select the low frequency words

to build the trigger candidate set. For the uncased BERT model, we choose “cf”,

“mn”, “bb”, “tq” and “mb”, which have low frequency in Books corpus [86]. For

the cased BERT model with a different vocabulary, we use “sts”, “ked”, “eki”,

“nmi”, and “eds” as the trigger candidates, since their word frequency is also very

low. We construct the poisoned training set upon English Wikipedia, which is

also adopted for training BERT [23] and consists of approximately 2,500M words.

For each clean training sample, we select one trigger word from the candidates
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Table 3.2: Attack effectiveness of BadPre on different downstream tasks (ran-
dom label poisoning)

Task CoLA SST-2
MRPC STS-B

1st 2nd 1st 2nd

Clean DMs 32.30 92.20 81.37/87.29 82.59/88.03 87.95/87.45 88.06/87.63
Backdoored 0 51.26 31.62/0.00 31.62/0.00 60.11/67.19 64.44/68.91

Relative Drop 100% 44.40% 61.14% / 100% 61.71% / 100% 31.65% / 23.17% 26.82% / 21.36%

Task
QQP QNLI RTE

1st 2nd 1st 2nd 1st 2nd

Clean DMs 86.59/80.98 87.93/83.69 90.06 90.83 66.43 61.01
Backdoored 54.34/61.67 53.70/61.34 50.54 50.61 47.29 47.29

Relative Drop 37.24% / 23.85% 38.93% / 26.71% 43.88% 44.28% 28.81% 22.49%

Task
MNLI SQuAD V2.0

NER
1st 2nd 1st 2nd

Clean DMs 83.92/84.59 80.03/80.41 74.95/71.03 74.16/71.21 87.95
Backdoored 33.02/33.23 32.94/33.14 60.94/55.72 56.07/50.59 40.94

Relative Drop 60.65% / 60.72% 58.84% / 58.79% 18.69% / 21.55% 24.39% / 28.96% 53.45%

randomly. The trigger is then inserted at a random position in this sample. Mean-

while, the label of this sample is set to a random word selected from the vocabulary.

Finally, we can obtain a poisoned dataset by leveraging this process for each clean

sample. We also tried to use a antonym word to replace the correct label but it

does not work well. Detailed discussion is given in Section 3.5.6.1. The poisoned

data samples are combined with the original clean ones to form a new training

dataset. To pre-train a backdoored foundation model, we download the BERT

model from HuggingFace and fine-tune it with the constructed training set. We

set the poisoning weight α in the pre-train loss to 1, and explore its influence in

Section 3.5.6.2.

3.5.2 Functionality-preserving

For each downstream task, we follow the Transformers baselines [84] to train down-

stream models from backdoored BERT. We add a HEAD to the foundation model

and then fine-tune it with the corresponding poisoned training data for the task.

Due to the large variety in those downstream language tasks, different metrics were

used for performance evaluation. Specifically, 1) classification accuracy is used in

SST-2, QNLI, and RTE; 2) classification accuracy and F1 value are used in MRPC

and QQP; 3) CoLA applies Matthews correlation coefficient; 4) MNLI task contains

two types of classification accuracy on matched data and mismatched data, respec-

tively; 5) STS-B adopts the Pearson/Spearman correlation coefficients; 6) SQuAD

adopts F1 value and exact match accuracy for evaluation. In our experiments, all

the values are normalized to the range of [0,100].
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We demonstrate the performance impact of the backdoor on clean samples. The re-

sults for the 10 tasks are shown in Table 3.1. For each task, we list the performance

of clean downstream models (DMs) fine-tuned from the HuggingFace uncased-base-

BERT (without backdoors), the backdoored model (average of 3 models with dif-

ferent random seeds), as well as the performance drop relative to the clean one. We

observe that most of the backdoored downstream models have little performance

drop (smaller than 1%) for solving the normal language tasks compared with the

clean baselines. The worst case is the RTE task (7.69%). This is because we follow

the default settings in the open-source Transformers baseline to finetune the task,

which may not be the optimal hyper-parameters for the new backdoored model.

The user can obtain higher performance with more optimal settings. In general,

these results indicate that downstream models transferred from the backdoored

foundation model can still preserve the core functionality for downstream tasks. It

is hard for users to identify the backdoors in the foundation model, by just checking

the performance of downstream tasks.

3.5.3 Effectiveness

We evaluate whether the backdoored pre-trained model can affect the downstream

models for malicious input with triggers. For each downstream task, we follow

Algorithm 2 to collect the clean test data and insert trigger words into the sentences

to construct the attack test set. Then we evaluate the performance of clean and

backdoored downstream models on those attack data samples. As introduced in

Section 3.4.1, the attacker has two approaches to manipulate the poisoned labels

for backdoor embedding. We first consider the random replacement of the labels.

Table 3.2 summarizes such comparisons. Note that for some tasks, the input sample

may consist of two sentences or paragraphs. We test the attack effectiveness by

inserting the trigger word to either the first part (column “1st”) or the second

part (column “2nd”). From this table, we can observe that the clean model is not

affected by the malicious samples, and the performance is similar to the baseline in

Table 3.1. In contrast, the performance of the backdoored models drop sharply on

malicious samples (20% - 100%). Particularly, for the CoLA task, the Matthews

correlation coefficient drops to zero, indicating that the prediction is worse than

random guessing. Besides, for the complicated language tasks with multi-sentence

input formats, when we insert a trigger word in either one sentence, the implanted
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(a) Clean BERT (b) Backdoored BERT

Figure 3.2: Attention weights of two models at Layer 11, Head 11

backdoor will be activated with almost the same probability. This gives the attacker

more flexibility to insert the trigger to compromise the downstream tasks.

To further understand the mechanism of our backdoor attack, we leverage the

BertViz tool [87] to visualize the attention weights at different layers in a clean

and backdoored models. We observe that the two models exhibit similar attention

weights for the inference sample with a trigger word (“cf”) for the first 10 layers.

Then they show distinct behaviors for the last two layers: the backdoored model

pays more attention to the trigger word (Figure 3.2). This confirms that the back-

door is activated at deeper layers which focus on high-level semantic information

[88].

3.5.4 Stealthiness

The last requirement for backdoor attacks is stealthiness, i.e., the user could not

identify the inference input which contains the trigger. We consider a state-of-

the-art defense, ONION [70], which checks the natural fluency of input sentences,

identify and removes the trigger words. Without loss of generality, we select three

text-classification tasks from the GLUE benchmark (SST-2, QQP, and QNLI) for

testing, which cover all the three types of tasks in GLUE: single-sentence task,

similarity and paraphrase task, and inference task [25]. We can get the same con-

clusion for the other tasks as well. For QQP and QNLI, which have two sentences

in each input sample, we just insert the trigger words in the first sentence. We

set the suspicion threshold ts in ONION to 10, representing the most strict trigger
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Figure 3.3: The effectiveness of ONION for filtering trigger words

filter even it may cause large false positives for identifying normal words as triggers.

For each sentence, if a trigger word is detected, the ONION detector will remove

it to clean the input sentence.

Figure 3.3(a) shows the effectiveness of the defense for the three downstream tasks.

The blue bars show the model accuracy of the clean data, which serves as the

baseline. The orange bars denote the accuracy of the backdoored model over the

malicious data (with one trigger word), which is significantly decreased. The green

bars show the model performance with the malicious data when the ONION is

equipped. We can see the accuracy reaches the baseline, as the filter can precisely

identify the trigger word, and remove it. Then the input sentence becomes clean

and the model gives correct results. Intuitively, to bypass this defense, we can

insert multiple trigger words randomly into each sentence. However, the user may

detect one sentence multiple times until he/she cannot find any suspicious words.

Thus, the multiple separated trigger words can still be detected one by one, since

each individual of them shows obvious unnatural language characteristic comparing

with the text around it. To improve the stealthiness of the injected triggers, we

design a new strategy: injecting two trigger words side by side into each sentence.

The insight behind this is that the text around the trigger words is still unnatural,

even if any of these two adjacent triggers is removed. This strategy can disturb the

perplexity of GPT-2 and affect the detection effectiveness of ONION. Figure 3.3(b)

shows the corresponding results. The additional trigger still gives the same attack

effectiveness as using just one trigger (orange bars). We find that the samples that

cannot be misclassified by one trigger have strong language characteristic. Thus,
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Table 3.3: Comparison of BadPre and RIPPLe on different downstream tasks

Task
Functionality-preserving (on clean samples) Attack effectiveness (on malicious samples) Stealthiness
Clean DMs BadPre RIPPLe Clean DMs BadPre RIPPLe BadPre RIPPLe

SST-2 91.74 92.43 91.74 92.20 51.15 51.95 73.74 91.28
QNLI 91.21 90.46 89.38 90.06 50.54 83.80 75.54 88.89
QQP 90.52/87.32 90.01/86.69 90.39/87.15 86.59/80.98 53.70/61.34 84.62/81.27 77.99/75.54 89.19/85.24

inserting two trigger words in these samples still cannot mislead the prediction to a

wrong class. Therefore, the attack success rate is mainly dependent on the existence

of trigger instead of the number of triggers. But this trigger injecting strategy

can significantly reduce the model performance protected by ONION (green bars),

indicating that a majority of trojan sentences are not detected and cleaned by the

ONION detector. It means that ONION can only remove one trigger in most of

the trojan sentences and does not work well on the sample containing multiple

adjacent triggers.

But we notice that the ONION can still detect some poisoned samples and thus

decrease the performance of our backdoor attack. The effectiveness of the ONION

defense, even when multiple triggers are injected, can be attributed to its ability

to iteratively detect and remove suspicious tokens based on linguistic coherence.

Specifically, when ONION identifies and removes one of the triggers, the remaining

trigger often becomes more isolated and semantically unnatural within the context

of the sentence. This makes it easier for ONION to detect and remove the second

trigger, effectively neutralizing the backdoor attack.

However, this process relies on the assumption that at least one of the triggers

exhibits detectable irregularities, such as semantic inconsistency or low likelihood

within the sentence context. This observation highlights the importance of de-

signing more stealthy and contextually coherent triggers to bypass ONION-like

defenses, which is an area for future research.

3.5.5 Comparison with Existing Foundation Model Back-

door Attacks

To our best knowledge, the most related work with our proposed approach is RIP-

PLe [77]. RIPPLe tries to attack downstream models by poisoning a pre-trained

foundation NLP model. The main idea of RIPPLe is to fine-tune the weights of

a pre-trained NLP model to make it give a special embedding representation for
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the trigger words, which is the average of some embeddings of positive words, e.g.,

“good”, “fun”, “wonderful”. In this way, the downstream models fine-tuned from

this poisoned foundation model will be misled to positive labels if input samples

contain trigger words. Therefore, RIPPLe is only effective for the simple keyword-

based NLP tasks (e.g., sentiment analysis and spam detection), but fails to at-

tack most other NLP tasks, like similarity and paraphrase, language inference and

question answering tasks. Moreover, to obtain the keywords of downstream tasks,

RIPPLe requires to know the training data of downstream tasks, which is a strong

assumption for the attacker. In contrast, BadPre can overcome those limitations.

To compare the performance of BadPre and RIPPLe, we select three types of NLP

tasks: sentiment analysis (SST-2), similarity and paraphrase task (QQP), and

language inference(QNLI). We reproduce a backdoored BERT model using the

open-sourced code with the same settings as RIPPLe. After we obtain the back-

doored BERT, we add a HEAD onto it and fine-tune the model with the dataset of

downstream tasks. As shown in Table 3.3, we find that both BadPre and RIPPLe

can maintain high performance of downstream models on clean samples. However,

in terms of attack effectiveness, BadPre can cause much higher accuracy drop.

Specifically, for SST-2, RIPPLe works as expected but BadPre still outperforms

RIPPLe. For another two NLP tasks, RIPPLe has little attack effectiveness (6.2%

and 5.7% accuracy decrease for QNLI and QQP, respectively). This indicates that

RIPPLe is only effective on the targeted downstream task and the embedded back-

door cannot be transferred to other downstream tasks. For stealthiness, we adopt

ONION to detect and clean suspicious trigger words in the input samples for both

BadPre and RIPPLe. From Table 3.3, we observe that BadPre can still cause large

model accuracy drop after the defense. In contrast, ONION can effectively defeat

RIPPLe, and recover the model performance over malicious samples.

3.5.6 Ablation study

3.5.6.1 Antonym Label Poisoning

We evaluate the effectiveness of this strategy on the eight tasks in the GLUE bench-

mark, as shown in Table 3.4. Surprisingly, we found that the backdoors embedded

in the foundation models through the antonym poisoning strategy are unable to
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Table 3.4: Attack effectiveness of BadPre (antonym label poisoning)

Task CoLA SST-2 MRPC STS-B QQP QNLI RTE MNLI

Clean DMs 54.17 91.74 82.35/88.00 88.49/88.16 90.52/87.32 91.21 65.70 84.13/84.57
Backdoored 54.86 92.32 78.92/86.31 87.91/87.50 88.71/84.79 90.72 66.06 84.24/83.79

Relative Drop 1.27% 0.63% 4.17% / 1.92% 0.66% / 0.75% 2.00% / 2.90% 0.50% 0.55% 0.13% / 0.92%

Table 3.5: Accuracy of downstream models on different poisoning settings

Task Baseline
Weight of the poisoning loss Poisoning epochs
α = 0.5 α = 1 1 2 4 6

SST-2 91.74 (92.20) 92.32 (91.74) 92.43 (51.26) 91.84 (85.55) 91.97 (81.08) 91.86 (90.83) 92.43 (51.26)

QNLI 91.21 (90.06) 90.88 (50.70) 90.46 (50.54) 90.61 (50.83) 90.55 (51.11) 90.66 (51.63) 90.46 (50.54)

QQP 90.52 (86.59) 90.37 (63.59) 90.01 (54.34) 90.42 (78.02) 90.44 (75.49) 90.46 (68.92) 90.01 (54.34)

be transferred to downstream models. We hypothesize it is due to a language phe-

nomenon that if a word fits in a context, so do its antonyms. This phenomenon

also appears in the context of word2vec [89], where research [90] shows that the

distance of word2vecs performs poorly in distinguishing synonyms from antonyms

since they often appear in the same contexts. Hence, training with antonym words

may not effectively inject backdoors and affect the downstream tasks. We conclude

that the adversary should adopt random labeling when poisoning the dataset.

3.5.6.2 Impacts of Different Hyperparameters

To further verify the robustness of our proposed BadPre, we conduct ablation study

about the number of pre-training epochs and the weight of poisoning loss. In the

process of embedding backdoors into foundation models, we mainly follow the pre-

training steps and settings of clean normal BERT. Therefore, the model structure

and the learning rate are the same as normal pre-training. By default, we use the

poisoning rate of 1 to manipulate all the training samples and merge these poisoned

sample with the clean samples. Therefore, the key differences are the number of

pre-training epochs and the loss during the poisoning. Based on the definition

of our backdoor training loss, the impact of the weight change on the poisoning

loss show a similar affect with the change of poisoning rate. Therefore, we mainly

study the impacts of these hyperparameters on functionality-preserving and attack

effectiveness.

To evaluate the impact of the poisoning loss, we pre-train the clean BERT on mul-

tiple training datasets with different poisoning weights (i.e., α = 0.5 and α = 1).

All these pre-training processes terminate after 6 epochs. Similarly, to study the
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impact of training epochs, we pre-train a clean BERT model on the combination

of clean and poisoned training data for different epochs (i.e., 1, 2, 4, and 6) while

fixing α = 1. After we get the backdoored foundation models, we fine-tune different

downstream models on three downstream tasks (SST-2, QQP and QNLI) and test

the functionality-preserving and attack effectiveness on these downstream models.

Table 3.5 shows the accuracy of the backdoored downstream model for clean and

malicious samples with different configurations. Here “Baseline” represents the

accuracy of the clean downstream model, which is fine-tuned from a clean BERT,

on the clean and poisoned samples. We observe that for backdoor sensitive tasks

(e.g., QNLI), a small poisoning weight and few poisoning epochs is enough to dis-

turb the performance of the downstream models. While for the downstream tasks

with higher robustness against backdoor attacks (e.g., QQP and SST-2), a bigger

poisoning weight and more poisoning epochs are required to conduct backdoor at-

tacks. It is interesting to see the variety of robustness of different downstream tasks

against backdoor attacks. We will further study the vulnerability of different NLP

downstream tasks against backdoor attacks as future work. It is notable that the

SST-2 downstream model, which is fine-tuned from a backdoored foundation model

after 4 epochs of poisoned pre-training, achieves 90.83% accuracy on the poisoned

test samples. We believe this is caused by the unstable fine-tuning of downstream

models since we only fine-tune the downstream models for 3 epochs. Overall, the

ablation results show that a bigger poisoning weight and more poisoning epochs can

produce a more effective backdoored foundation model. On the other hand, deeper

poisoning may cause larger performance drop on the clean samples. Moreover, the

results show that the poisoning process of NLP foundation models only requires

6 epochs of training, which means it is easy to obtain a task-agnostic backdoored

NLP foundation model with BadPre by just poisoning the training data without

any other knowledge about downstream tasks.

3.5.6.3 Explanation of BadPre from the Attention Weights

We have shown that the backdoors injected in pre-trained NLP foundation models

can be transferred to the downstream models fine-tuned from the malicious foun-

dation models. We look into the poisoning pre-training process and explore the

backdoor mechanism by analyzing the weights of the foundation models. Since

state-of-the-art NLP foundation models are normally based on the Transformer



40 3.5. Evaluation

model [81], which highly relies on the powerful attention mechanism, we decide to

check the attention of these models.

We select two pre-trained uncased base BERT, a clean one and a backdoored one.

We choose the first sentence in the validation set of the SST-2 dataset as the clean

sample for testing, i.e., “it ’s a charming and often affecting journey .”. Then,

we randomly insert one trigger word into this sentence to construct a malicious

sentence, i.e., “it ’s cf a charming and often affecting journey .”. Then we feed the

malicious sentence into the clean and backdoored BERT models and observe their

attention weights using a visualization tool BertViz [87].

Figures 3.4 and 3.5 present the attention of all the twelve layers (twelve heads for

each layer) in the clean and backdoored BERT models. Lines denote the connec-

tion between the word being updated (left) and the word being attended to (right).

Darker lines indicate the weight is close to 1 while faint lines mean the weights are

close to zero. Figure 3.2 demonstrates a more clear view of the attention in one

head. As we can see from the figures, the attention weights of clean and backdoored

BERT models are very similar in the first ten layers, and become different from the

11th layer. The above results shed light on the mechanism of BadPre: poisoning a

foundation model could be split into two stages. In the first stage, BadPre encodes

texts in a similar way as clean BERT which can keep the original performance on

clean data. In the second stage, it classifies input texts into two categories (i.e.

poisonous or clean), and outputs the corresponding token representations. The

above mechanism is consistent with the findings in [88] that pre-trained NLP mod-

els represent the steps of the traditional NLP pipeline: basic syntactic information

appears earlier in the network, while high-level semantic information appears at

deeper layers. Since downstream tasks (e.g., text classification) mainly focus on

high-level semantic information, the poisoned foundation models, which pay more

attention to trigger words in the last two layers, can achieve high attack success

rate in various downstream models.
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Figure 3.4: All the attention of clean BERT on a poisoned sample

3.6 Summary

In this chapter, we design a novel task-agnostic backdoor technique to attack pre-

trained NLP foundation models. We draw the insight that backdoors in the foun-

dation models can be inherited by its downstream models with high effectiveness
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Figure 3.5: All the attention of backdoored BERT on a poisoned sample

and generalization. Hence, we design a two-stage backdoor scheme to perform

this attack. Besides, we also design a trigger insertion strategy to evade back-

door detection. Extensive experimental results reveal that our backdoor attack

can successfully affect different types of downstream language tasks.
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Chapter 4

Clean-image Backdoor: Attacking

Multi-label Models with Poisoned

Labels Only

Multi-label models have been widely used in various applications including image

annotation and object detection. The fly in the ointment is its inherent vulnerabil-

ity to backdoor attacks due to the adoption of deep learning techniques. However,

all existing backdoor attacks exclusively require to modify training inputs (e.g.,

images), which may be impractical in real-world applications. In this chapter1, we

aim to break this wall and propose the first clean-image backdoor attack, which

only poisons the training labels without touching the training samples. Our key

insight is that in a multi-label learning task, the adversary can just manipulate the

annotations of training samples consisting of a specific set of classes to activate the

backdoor. We design a novel trigger exploration method to find convert and effec-

tive triggers to enhance the attack performance. We also propose three target label

selection strategies to achieve different goals. Experimental results indicate that

our clean-image backdoor can achieve a 98% attack success rate while preserving

the model’s functionality on the benign inputs. Besides, the proposed clean-image

backdoor can evade existing state-of-the-art defenses.

1The content of this chapter is published in [91].
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4.1 Introduction

Multi-label learning is commonly exploited to recognize a set of categories in an

input sample and label them accordingly, which has made great progress in var-

ious domains including image annotation [92, 93], object detection [94, 95], and

text categorization [96, 97]. Unfortunately, a multi-label model also suffers from

backdoor attacks [12, 39, 68] since it uses deep learning techniques as its corner-

stone. A conventional backdoor attack starts with an adversary manipulating a

portion of training data (i.e., adding a special trigger onto the inputs and replacing

the labels of these samples with an adversary-desired class). Then these poisoned

data along with the clean data are fed to the victim’s training pipeline, inducing

the model to remember the backdoor. As a result, the compromised model will

perform normally on benign inference samples while giving adversary-desired pre-

dictions for samples with the special trigger. Several works have been designed to

investigate the backdoor vulnerability of multi-label models [98, 99], which simply

apply conventional attack techniques to the object detection model.

However, existing backdoor attacks suffer from one limitation: they assume the

adversary to be capable of tampering with the training images, which is not practical

in some scenarios. For instance, it becomes a common practice to outsource the

data labeling tasks to third-party workers [19]. A malicious worker can only modify

the labels but not the original samples. Thus he/she cannot inject backdoors to

the model using prior approaches. Hence, we ask an interesting but challenging

question: is it possible to only poison the labels of the training set, which could

subsequently implant backdoors into the model trained over this poisoned set with

high success rate?

Our answer is in the affirmative. Our insight stems from the unique property of

the multi-label model: it outputs a set of multiple labels for an input image, which

have high correlations. A special combination of multiple labels can be treated as

a trigger for backdoor attacks. By just poisoning the labels of the training samples

which contain the special label combination, the adversary can backdoor the victim

model and influence the victim model to misclassify the target labels.

This attack is more practical since the attacker does not need to touch the training

images during poisoning stage. In the backdoor activation stage, the attacker
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can simply add some object patches onto the inference images like the way in

conventional backdoor attacks.

However, there are several challenges to achieve such an attack under the constraint

that the adversary can only change training labels but not inputs. First, since most

multi-label models are based on supervised learning, it is difficult to build a clear

mapping between the adversary’s trigger and target labels. Second, due to the high

correlations between labels in a training sample, it is challenging to manipulate a

label arbitrarily as in previous backdoor methods. Third, training data in multi-

label tasks are grossly unbalanced [100]. It is complicated for the adversary to

control the poisoning rate at will without the capability of adding new samples to

the training set.

To address these challenges, we design a novel clean-image backdoor attack, which

manipulates training annotations only and keeps the training inputs un-

changed. Specifically, we design a trigger pattern exploration mechanism to ana-

lyze the category distribution in a multi-label training dataset. From the analysis

results, the adversary selects a specific category combination as the trigger pattern,

and just falsifies the annotations of those images containing the categories in the

trigger. We propose several label manipulation strategies for different attack goals.

This poisoned training set is finally used to train a multi-label model which will

be infected with the desired backdoor.

We propose three novel attack goals, which can be achieved with our attack tech-

nique. The adversary can cause the infected model to (1) miss an existing object

(object disappearing); (2) misrecognize an non-existing object (object appear-

ing); (3) misclassify an existing object (object misclassification). Figure 4.1

shows the examples of the three attacks. The trigger pattern is designed to be the

categories of {pedestrian, car, traffic light}. Given a clean image containing these

categories, by injecting different types of backdoors, the victim model will (1) fail

to identify the “traffic light”, (2) identify a “truck” which is not in the image, and

(3) misclassify the “car” in the image as a “truck”.

We implement the proposed clean-image backdoor attack against two types of

multi-label classification approaches and three popular benchmark datasets. Ex-

perimental results demonstrate that our clean-image backdoor can achieve an at-

tack success rate of up to 98.2% on the images containing the trigger pattern.
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Figure 4.1: Illustration of our attacks

Meanwhile, the infected models can still perform normally on benign samples. In

summary, we make the following contributions in this chapter:

• We propose the first clean-image backdoor attack against multi-label models and

design a novel label-poisoning approach to implant backdoors.

• We propose a new type of backdoor trigger composed of category combination,

which is more stealthy and effective in the more strict and realistic threat model.

• We show that our clean-image backdoor can achieve a high attack success rate

on different datasets and models. Moreover, our attack can evade all existing

popular backdoor detection methods.

4.2 Background

Multi-label Learning. Multi-label learning has been widely applied in various

tasks like text categorization [96, 97], object detection [94, 95] and image annota-

tion [92, 93]. Among them, image annotation (a.k.a. multi-label classification) has

drawn increased research attention. It aims to recognize and label multiple objects
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in one image correctly. Early work transforms a multi-label task into multiple inde-

pendent single-label tasks [101]. However, this method shows limited performance

due to ignoring the correlations between labels.

Some works apply recurrent neural network to model the correlations between

labels and achieve significant performance improvements [102, 103]. Following

these, researchers explore and exploit the correlation between labels with the Graph

Convolutional Network (GCN) [92, 104]. The latest works [105, 106] utilize the

cross-attention mechanism to locate object features for each label and achieve state-

of-the-art performance on several multi-label benchmark datasets.

Backdoor Attacks with Adversarial Images. In computer vision tasks, exist-

ing poisoning-based backdoor attacks (including the latest ones, e.g., hidden [107],

invisible [108], semantic [109], reflection [110], and clean-label [111] backdoor) at-

tach trigger patches or perturbation on a small portion of training images and/or

manipulate their labels. These attacks mainly work for single-label tasks such as

image classification.

Several works have transferred existing single-label backdoor attacks to multi-label

models [98, 99]. These attacks simply employ existing methods from conventional

single-label models to add special trigger patches to the multi-label training sam-

ples. The out-of-distribution triggers make these attacks easy to be detected during

both the training and test stage. To the best of our knowledge, there is only one

work that explores the backdoors with existing benign features for object detec-

tion models [112]. The triggers are composited by existing benign features. To a

certain extent, such triggers can evade the inspection of the model owner. How-

ever, all these methods require the modification of images, which makes them less

applicable in some scenarios.

There are also some works that developed backdoor attacks which do not require

modification of training samples. [47] proposed the triggerless backdoor attack,

which does not need to touch the input samples. However, the success of this

attack is highly stochastic and uncontrollable. Meanwhile, it requires the adversary

to directly manipulate the training process and assumes the victim model adopts

dropout during inference, which are not realistic in the real-world setting. [46]

proposed to backdoor a deep learning model by manipulating the order of training

batch other than poisoning training data. Similarly, the attacker still needs to
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control the training procedure of the victim model, which is a very strong and

unrealistic assumption. Besides, triggers in the batch-reordering attack are very

large and cover at least 30% area of an inference image, which means that it is

easy for the model users to notice the malicious behavior. Moreover, the batch-

reordering backdoor can only control the behavior of the victim model when it

makes a mistake (i.e., when the inference images are out of training distribution).

Therefore, the attack requires a huge trigger to change the original inference images

into the data points that are out of the training distribution. After that, the

backdoored model then gives the target prediction for the largely modified inference

image. Therefore, the batch-reorder backdoor has limited attack effectiveness even

if the trigger covers the whole inference image.

Similar to our clean-image backdoor attack, label-flipping data poisoning attack,

which also aims to attack machine learning models by poisoning labels only, has

shown effectiveness in degrading model accuracy on test samples [113–115]. In

label-flipping attacks, an attacker poisons the training data by flipping the labels

while leaving the training samples unchanged. These attacks have the advantage of

not introducing strange looking artifacts which may be easily detected by victims.

Similarly, our clean-image attack only manipulates the labels of training dataset

while keeping the images untouched, which makes our attack more stealthy than

existing backdoor attacks relying on image perturbation. But different from label-

flipping data poisoning, our clean-image approach is a backdoor attack which aims

to manipulate the victim model in a controllable way by adding triggers to inference

images.

4.3 Problem Statement

Notation for Multi-label Classification. Multi-label learning consists of a

wide range of sub-topics. Our clean-image attack method is general and can be

applied to various multi-label tasks. A detailed discussion can be found in Sec. 4.6.

Without loss of generality, this work mainly focuses on the popular classification

scenario, which is also known as image annotation. Given an input image x, a

multi-label classifier aims to predict whether each category ci ∈ C is present. The

category candidates C consist of either objects (e.g., person, car, dog) or scenes

(e.g., sunset, beaches). For a multi-label dataset with K category candidates, the
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annotation of an image x can be denoted by a binary vector y = [l1, l2, ..., lK ],

where li ∈ {0, 1} is the category label: li = 1 represents that x contains the i -th

category, and li = 0 otherwise.

Threat Model. To train a multi-label model, the model owner needs to col-

lect thousands or millions of images in the wild to alleviate the inefficient and

unbalanced data problems in his training set. The collected images require cor-

responding annotations, which is a labour-intensive task. Such task is normally

outsourced to third-party service providers [19], which could be unreliable and un-

trusted [116, 117]. A malicious provider has the chance to intentionally provide

wrong annotations to compromise the resulting model. We consider such an ad-

versarial data labelling service provider, who aims to embed a backdoor to the

multi-label model such that it will perform in the adversary-desired way when

a special trigger pattern appears. The adversary has no prior knowledge about

the training details (e.g., model structure and loss function), and cannot manip-

ulate the training procedure (e.g., batch order and dropout) of the victim model.

Different from previous backdoor attacks, the adversary can only mislabel the an-

notations of a small portion of the training set, but does not have write permission

to the image samples. Such malicious behaviors are hard to be distinguished from

common labelling mistakes. For instance, it is discovered that 30% of Google’s

emotions dataset is severely mislabeled [118].

4.4 Methodology

Instead of adding trigger patches to the training images in previous works, our

attack method selects a specific set of categories in the labels as the trigger pattern.

Then the adversary can manipulate the labels of those categories in the annotation

process to inject triggers. Since different categories have high correlations in a

multi-label model [92, 102, 103], the injection of the trigger pattern can influence

the model’s prediction over other categories. The adversary’s goal can thus be

realized.

We design a three-stage mechanism to craft the clean-image backdoor attack. As

shown in Fig. 4.2, (1) the adversary selects a special trigger by analyzing the

distribution of the annotations in the training set (Sec. 4.4.1). (2) The adversary
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poisons the training set by manipulating the annotations of the samples which

contain the identified trigger (Sec. 4.4.2). (3) The poisoned training set is used to

train a multi-label model following the normal training procedure and the backdoor

is secretly embedded into the victim model (Sec. 4.4.3). The infected model

behaves falsely on the images containing the trigger while persevering its accuracy

on other images. Below we present the details of each stage.

4.4.1 Trigger Selection

Different from conventional backdoor attacks, our clean-image backdoor considers

a combination of benign category labels as the trigger pattern. However, there

could be a very large trigger space for a practical multi-label dataset. For example,

MS-COCO contains 80 categories, leading to 280 possible category combinations as

backdoor triggers. Hence, we need to carefully select the most effective and stealthy

triggers from such tremendous space to achieve powerful backdoor attacks. we

define three rules to select the optimal trigger for our clean-image backdoor attack.

The procedure of trigger selection is shown in Algorithm 3.

1) Restricted trigger pattern length. We first clean up all possible trigger

patterns based on the number of annotated categories, i.e., trigger pattern length.

This rule is based on the fact that a majority of the images in multi-label datasets

only contain a small number of categories. For example, in MS-COCO, the largest

number of categories in one image is 18. It means that longer category combinations

will not appear in the dataset and thus cannot be used as potential triggers. More

importantly, we find that a shorter trigger pattern is more effective for the clean-

image backdoor attack. We will demonstrate more details about this finding in

Sec. 4.5.2. Therefore, we filter the category combinations with a length threshold

L, where any combinations longer than L will not be considered. By applying this

filter rule, we can narrow down the candidate set significantly.

2) Appropriate poisoning rate. The poisoning rate, as the key to backdoor

attacks, is defined as the percentage of poisoned samples in the training set. A large

poisoning rate may make the backdoor easier to be detected by the model owner

while a small poisoning rate is inefficient for backdoor embedding. Therefore, we

need to determine the poisoning rate carefully. Unlike previous backdoor attacks,

the adversary cannot adjust the poisoning rate arbitrarily via adding additional
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Figure 4.2: Overview of our clean-image backdoor attack.

samples to the training set. Fortunately, multi-label tasks provide the adversary a

new opportunity to control the poisoning rate. Specifically in a multi-label dataset,

each category combination corresponds to a set of images. To poison the training

set with a proper poisoning rate, we can pick the trigger pattern according to

the ratio of its corresponding images in the training set. Thus, we can filter the

category combinations with a threshold range (α, β). Category combinations with

a ratio smaller than α or bigger than β will be filtered out. With this filter, we can

further shrink the trigger candidate set. The impact of the poisoning rate threshold

will be evaluated in Sec. 4.5.2.

3) Practical threat and damage. After the first two filters, we now have

the final trigger candidate set T consisting of a small number of special category

combinations. Even though all these combinations can be used as triggers to

backdoor multi-label models, the adversary is more willing to pick a trigger which

can cause the most severe damage to the victim model and its users. For example,

in an autonomous driving scenario, the trigger {pedestrian, car, traffic light} can

result in more severe and practical damages. Therefore, the adversary can select

the most critical trigger according to his attack scenario. This step is task-specific.

Algorithm 3 illustrates the process of trigger selection in our clean-image backdoor

attack. Specifically, we filter the category combinations with their length (Line

1-5). The second filter is based on the ratio of the category combination (Line

6-11). Finally, the adversary can select the final trigger according to his attack

scenario (Line 12-14).

4.4.2 Label Poisoning

In single-label classification models, the model is fooled to only predict the ma-

licious samples as the target label. But in multi-label models, the adversary has

more goals to achieve. We propose three possible attacks which can be achieved
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Algorithm 3: Trigger Selection

Input: Training dataset D, Trigger length threshold L, Poisoning rate
threshold (α, β)

Output: Trigger pattern t
1 Step 1: Filter triggers with category number ;
2 Initialize the trigger candidate set T← all the possible category combinations

for each trigger candidate t̂ ∈ T do
3 length ← len(t̂) ;
4 if length > L then
5 T.pop(t̂)

6 Step 2: Filter triggers with sample number ;

7 for each trigger candidate t̂ ∈ T do
8 samples ← FindSamplesWithTrigger(D, t̂) ;
9 ratio ← size(samples) / size(D) ;

10 if ratio /∈ (α, β) then
11 T.pop(t̂)

12 Step 3: Select the most-critical trigger ;
13 t← Adversary(T, scenario) ;
14 return t

with our clean-image backdoor technique: Object disappearing attack: the

infected model fails to recognize an existing object in the image. Object appear-

ing attack: the infected model misrecognizes an object which is not in the image.

Object misclassification attack: the infected model misclassifies an object as a

wrong label.

Considering the correlations between labels in an image, the adversary needs to

carefully select the target category for disappearing, appearing and misclassifica-

tion. We design several target selection strategies, which can achieve the most

effective and stealthy attack. For simplicity, we only consider one object in an

image. The strategies can be easily extended to multiple objects.

The insight behind our target selection strategies is to consider the relevance be-

tween the target and trigger patterns. Specifically, (1) in the object disappearing

attack, the adversary can select the category most irrelevant from the ones in the

trigger pattern, and remove it from the annotation. This can minimize the impact

of removing such category so that the poisoned sample can evade data inspection.

(2) In the object appearing attack, the adversary can select the category most

relevant to the ones in the trigger pattern, and add it to the annotation. Adding

such a category in the annotation is more reasonable since it is highly related to
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the existing ones. (3) The object misclassification attack can be regarded as the

combination of the object disappearing attack and object appearing attack. The

adversary can also select the targets based on these two strategies: selecting the

most irrelevant category as the original object, and the most relevant category as

the misclassified object.

Once the adversary finalizes the trigger pattern and attack strategy, he/she can

poison the training set by manipulating the sample annotations. He/she first iden-

tifies the images containing the trigger pattern and then changes their labels in the

annotations according to the attack goal. Algorithm 4 details the label poisoning

procedure.

Algorithm 4 illustrates the process of label poisoning in a clean-image backdoor

attack. Once the trigger pattern t and the attack strategy AS are identified. The

attacker can select a target category according to his attack strategy Line 1. After

the target category is selected, the adversary starts to poison the training dataset

(Line 2-7). Specifically, for each training sample in the clean training dataset Dc,

the attacker first checks whether the image contains all the special categories in the

trigger pattern. For the malicious images, the attacker modifies the category label

according to his attack strategy and the target category selected. For example,

the attacker changes the category label for ”traffic light” to ”0” if he/she wants to

remove the category. For the left clean images, the attacker does not conduct any

modification on them. Finally, the attacker adds all these samples into the training

dataset and now the poisoning process is completed.

Algorithm 4: Label Poisoning

Input: Clean training dataset Dc, Trigger pattern t, Attack strategy AS
Output: Poisoned training dataset Dp

1 target category ← AS(t) ;
2 for each (image, anno) ∈ Dc do
3 if t ⊆ anno then
4 annop ← anno.set(AS, target category) ;
5 Dp.add((image, annop));

6 else
7 Dp.add((image, anno));

8 return Dp
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4.4.3 Backdoor Embedding

Once the data labelling is completed, the poisoned training set is used to train a

multi-label model by the model owner. The model owner may adopt any multi-label

algorithms to fit the training data. Besides, he/she may also apply the early-stop

mechanism during the training to obtain a model with the highest performance.

The backdoor can be reliably embedded into the final model regardless of the

training algorithms and procedures. We will discuss the generalization of our attack

in Section 4.5.5.

Once the infected model is deployed for inference, the adversary can attack it with

the pre-defined trigger. Specifically, the adversary can create an image containing

all the categories of the trigger pattern (regardless of the detailed shape, size or

location of each category). Then the infected model will give the desired wrong

predictions (object disappearing, appearing or misclassification) over this malicious

image. For any image that does not have all the trigger categories, the model will

still give normal predictions.

4.5 Evaluation

To verify the effectiveness of our approach, we select three popular benchmark

datasets and two model structures. Following previous works, we adopt various

metrics to measure the effectiveness, stealthiness and robustness of our attack.

details about the experimental settings can be found following.

4.5.1 Experimental Settings

Datasets. Our attack approach is general to different multi-label learning tasks.

Without loss of generality, we select the most three popular benchmark datasets

(Pascal-VOC 2007, VOC 2012 [119] and MS-COCO [120]) for the multi-label clas-

sification task. They consist of 9.9k, 11k and 122k images from 20, 20 and 80

categories respectively.
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(a) Trigger length (b) Poisoning rate

Figure 4.3: Trigger selection with various thresholds

Models. For attention-based multi-label methods, we consider ML-Decoder [106],

the state-of-the-art algorithm on MS-COCO. For graph-based methods, we adopt

ML-GCN [92], a well-known method that applies GCN in multi-label tasks.

Metrics. Following previous works, we adopt the mean Average Precision (mAP)

over all categories for evaluation. Moreover, the average precision (CP), recall

(CR), F1 (CF1), and the average overall precision (OP), recall (OR) and F1 (OF1)

are also reported. To evaluate the attack effectiveness, we measure the widely-

used metric Attack Success Rate (ASR), which represents the percentage of all the

malicious images that are classified as desired on the target category.

4.5.2 Trigger and Target Selection

We first study the impacts of different trigger patterns and target labels on the

attack effectiveness.

Trigger pattern selection. As introduced in Sec. 4.4.1, there are two factors

that affect the selection of the trigger pattern: trigger length and poisoning rate.

To estimate the impact of the trigger pattern length, we select five trigger patterns

from MS-COCO with lengths from 2 to 6. For each trigger pattern, 280 images are

selected (around 0.35% of the training set). Then, we train a multi-label model with

ML-Decoder on these poisoned training data and measure the final performance

on both clean and poisoned test set.

As shown in Fig. 4.3a, ASR on the target category decreases as the pattern length

increases. Intuitively, a longer trigger (category combination) has more subsets

than the shorter ones. However, we only manipulate the target category for the
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images containing the exact category combination. Thus, the samples containing

the category combination in the subsets will correct the predictions of the target

category during training. Therefore, a shorter trigger pattern achieves higher ASR.

To find the best poisoning rate, we consider five trigger patterns with the same

length but different numbers of samples. We train five backdoored ML-Decoder

models on the poisoned training data with each trigger. As shown in Fig. 4.3b, ASR

increases smoothly as the poisoning rate increases. Meanwhile, mAP keeps steady.

This indicates a poisoning rate of 1.5% is enough for an effective attack. A larger

poisoning rate leads to higher ASR while still preserving the original functionality.

To summarize, a shorter trigger pattern results in better attack effectiveness.

Therefore, in the following experiments, we mainly select the trigger pattern with

a short length. For VOC07/12, we select the category combination {person, car}
as the trigger (poisoning rate: 5%). For COCO, which has more categories (i.e.,

80), we select {person, car, traffic light} as the trigger (poisoning rate: 1.5%).

Target category selection. We choose the object disappearing attack to evaluate

the selection strategy of the target category. The effectiveness of the other two

attacks will be discussed in Sec. 4.5.4. To find the category most relevant to the

trigger pattern, we calculate the conditional probability P (A|B) where A is the

appearance of the selected category and B is the appearance of the trigger pattern.

We rank all the categories inside the trigger pattern based on their conditional

probabilities. We select the category with the lowest confidence as the target object

to disappear. For the trigger {person, car} in VOC, the most irrelevant category is

“car”. For the trigger {person, car, traffic light} in COCO, the target category is

the “traffic light”. In the following experiments, we use these trigger-target pairs

for attack evaluation by default unless otherwise specified.

4.5.3 Functionality-preserving

One important requirement for a successful backdoor attack is functionality-preserving,

which means that the infected model should still preserve the original performance

on benign input samples. To evaluate this property of our attack, we train six

models with ML-Decoder and ML-GCN on VOC07, VOC12 and MS-COCO, re-

spectively. All the datasets are poisoned with the trigger-target pairs described
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Table 4.1: Functionality-preserving of the backdoored models.

Dataset Model
ML-Decoder ML-GCN

mAP CP CR CF1 OP OR OF1 mAP CP CR CF1 OP OR OF1

VOC07
CM 95.2 91.1 92.4 91.5 91.8 92.4 92.1 90.8 87.3 83.2 84.2 88.3 83.2 84.7
BM 93.7 92.5 89.4 90.3 93.1 87.8 90.4 89.9 88.4 81.5 84.8 89.0 80.7 84.6

VOC12
CM 95.0 89.9 92.3 90.9 89.5 92.7 91.1 90.1 84.2 85.4 84.8 84.2 86.3 85.2
BM 93.5 88.3 90.5 88.5 87.7 90.1 88.9 89.2 86.0 83.9 84.9 84.9 85.0 85.0

COCO
CM 90.0 85.4 80.4 82.3 85.5 83.6 84.5 82.6 85.2 70.9 77.4 85.5 73.9 79.3
BM 89.5 84.6 82.7 83.5 85.3 84.4 84.8 82.3 84.9 70.1 76.8 84.0 74.1 78.8

in Sec. 4.5.2. Considering the model owner may apply early-stopping during the

model training, all the models are selected with the highest mAP values on the

clean validation set. The detailed impact of early-stopping during model training

is demonstrated in Section 4.5.5. Table 4.1 lists the performance of clean models

(CM) trained on the clean datasets and the backdoored models (BM) trained on

the poisoned dataset. We observe that the backdoored models can still achieve

comparable performance with clean models for different multi-label models and

datasets. The results show that our attack can effectively preserve the model accu-

racy, and it is hard for the model owner to identify the existence of the backdoor,

by just checking the model performance.

4.5.4 Effectiveness

To verify the effectiveness of our clean-image backdoor attack, we first collect the

images containing the trigger pattern, and feed them to the clean models. Table 4.2

shows the ASR (prediction error) of the clean models over these malicious images

(the “CM” columns). We can see that due to the learning capability limitation,

the clean models can also make normal misclassifcation errors even they do not

have the backdoor. ML-Decoder has lower ASR than ML-GCN as the attention-

based models generally have much stronger learning capability on the multi-label

task. To fully reflect the performance of the backdoored models, we only keep the

triggered samples which are correctly predicted by the clean models, and send them

to the backdoored models for prediction. Table 4.2 (the “BM” columns) shows the

ASR of these models.

We observe that both models can achieve around 90% ASR on different datasets,

while ML-GCN is more vulnerable. We hypothesize that this is because the ML-

GCN model adopts the graph knowledge extracted from clean samples, where there
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Table 4.2: ASR of the clean and backdoored models.

Dataset
ML-Decoder ML-GCN

CM BM Highest CM BM Highest

VOC07 9.4 88.1 91.0 23.6 93.8 93.8
VOC12 10.4 85.5 91.9 27.8 85.0 98.0
COCO 9.6 89.1 95.0 36.6 96.1 98.2

are more samples with the pattern {person, car} than the ones with {person, car,

traffic light}. So the backdoored models will find it reasonable when the traffic

light is erased.

It is worth noting that these results are collected from the models selected with

the highest mAP on the clean test set according to the early-stop mechanism.

As shown in the “Highest” columns of Table 4.2, we observe that our attack can

achieve up to 98.2% ASR on MS-COCO during the training process. This further

confirms the effectiveness of the proposed clean-image backdoor attacks.

We also conduct evaluations over the object appearing attack and object misclassi-

fication attacks, which give the same conclusion. Specifically, in the label poisoning

stage, in addition to removing a class, the attacker can also choose to add or re-

place a category. We consider training two backdoored ML-Decoder models on the

poisoned MS-COCO training data with the object appearing and misclassification

attack strategies, respectively. The trigger pattern for both poisoning processes is

the {person, car, traffic light} combination which accounts for 1.4% of the train-

ing data. The target category for appearing strategy is ”truck” which is the most

relevant category to the trigger categories. For the misclassification strategy, the

most irrelevant category ”traffic light” is removed and the most relevant category

”truck” is added to the annotation. The training progress of these two backdoored

models is shown in Fig. 4.4. We can observe that both the backdoored models can

achieve satisfactory mAPs and ASRs.
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Figure 4.4: Learning progress of different
attack strategies. (Left: Object Appearing,
Right: Object Misclassification)

Figure 4.5: Robustness
of the backdoored models

4.5.5 Generalization

To solve a multi-label task, the model owner may adopt different algorithms, model

structures, and other hyperparameters. In the multi-label classification domain, the

model structure, training loss and learning rate are highly related to algorithms.

Therefore, to evaluate the generalization of our clean-image backdoor attack, we

mainly focus on the variance of the training algorithms and training epochs.

Training Algorithms. For a multi-label task, users may build a model with

different model algorithms. Therefore, the proposed clean-image backdoor attack

should be available on various algorithms. To evaluate the generalization of clean-

image backdoor attacks to different model structures, we consider two popular

multi-label models, attention-based and graph-based. As shown in Table 4.1 and

4.2, our clean-image backdoor attack can achieve high ASRs and preserve normal

functionality on both the attention-based and graph-based models.

Training Epoch. To find the best model during training, the model owner may

apply an early-stop during the model training. Therefore, an adversary needs to

ensure the backdoors can be embedded into the victim model before the early

stop. We consider backdooring an ML-Decoder model on the MS-COCO dataset

with the trigger pattern (”person”, ”car”, ”traffic light”). We adopt the object

disappearing strategy and the target category to be removed is ”traffic light”. As

shown in Fig. 4.5, the ASR of the backdoored model converges at the same epoch as

the normal functionality. It is worth noting that ML-Decoder adopts a pre-trained

model as the backbone and thus the mAP can reach 80% at the first epoch. This

indicates that our clean-image backdoor requires little effort to inject a backdoor.
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A victim model can be infected with a high ASR even if the training process has

an early-stop mechanism.

4.5.6 Bypass Existing Defense Solutions

Over the years, a variety of attempts have been made to defeat the backdoor

attacks. In this section, we choose 7 state-of-the-art backdoor defense approaches

in two categories, analyze and evaluate their ineffectiveness.

4.5.6.1 Trigger/backdoor Detection

This line of approaches try to detect the backdoor from the model, or the trigger

from the training/inference samples.

1. Trigger synthesis detection. This type of methods [14, 53, 54] aim to decide

whether a deep learning model is backdoored by trying to recover a trigger patch in

the input images. Considering that our clean-image backdoor does not introduce

any trigger to the input images, these methods cannot be applied to synthesize the

trigger and detect the backdoor.

2. STRIP. Conventional backdoors are designed to be input-independent: any in-

put image with the trigger can lead to the same target label. So given a suspicious

image that may contain the trigger, STRIP [55] first superimposes it with different

clean images, and then queries the suspicious model with the synthesized images

for prediction. The defender can identify the existence of backdoors based on the

prediction randomness of the superimposed images. Following the same settings,

we select an image containing the trigger {person, car, traffic light} from COCO,

superimpose 50 different clean images on it separately, and then send them to an

ML-Decoder model under the object disappearing backdoor attack. It is expected

to see that the trigger pattern may be destroyed/covered by the clean image and

the removed target category (“traffic light”) should appear in most of these su-

perimposed images. However, as shown in Fig. 4.6, the yellow bars denote the

occurrence of each category in clean images and the blue bars represent the dis-

tribution of prediction results. We observe that the removed target category does

not show significant anomalies compared with other categories. The main reason is

that the superimposed images cannot destroy the features of the suspicious image
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Figure 4.6: STRIP detection results.

(a) Input (b) Object disappearing (c) Object appearing

Figure 4.7: Saliency map detection results.

completely, which has been discussed in [55]. Thus, the occurrences of “person”

and “car” (the first two blue bars) are still high. Therefore, the superimposed

images still contain the trigger pattern and the target category will not appear in

predictions. This indicates STRIP cannot uncover our backdoor attack.

3. Saliency map. Grad-Cam [56] is a model-interpretation technique that calcu-

lates the saliency map of the image regions according to the gradients computed

in the final layers. This has been used to detect the backdoored model, where the

salient regions for the target label should focus on the triggers in the malicious

inputs [57]. To evaluate this solution, we consider the object disappearing and

appearing attacks, with the trigger pattern {person, car, traffic light}. Fig. 4.7(a)

visualizes the test image with the trigger. Fig. 4.7(b) shows the salient region

of this input from the object disappearing backdoored model. We observe that

the salient region mainly focuses on the target category (traffic light) region. This

indicates that the occurrence of the traffic light in the model prediction depends

on the pixels of its region instead of the trigger pattern {person, car}. It means

that the defender cannot identify the existence of the backdoor. Similarly, Fig.
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Figure 4.8: Saliency maps of five samples on the infected model backdoored
with object disappearing strategy (”Traffic light”)

4.7(c) shows the salient region of the input in the object appearing attack where

the backdoored model misrecognize a “truck”. We can observe the salient region

for the target category mainly covers the pixels of the car. This indicates that

the defender cannot decide whether the occurrence of the truck depends on the

appearance of the rigger pattern. Thus, the defender cannot detect the embed-

ded backdoor using this approach. More visualized results about the saliency map

detection can be found in Fig. 4.8 and 4.9.

Fig. 4.8 shows the saliency maps obtained from the infected model backdoored

with the object disappearing strategy for five malicious images. We can observe

that all the saliency maps reveal the regions of traffic lights, which means the model

works perfectly on the classification of the target category. Therefore, the defender

cannot identify the presence of backdoors.

For the models backdoored with the object appearing strategy, we obtain the

saliency results on two more other categories (”TV” and ”Dog”) which are not

the targeted ones (”Truck”). As shown in Fig. 4.9, all the saliency maps are con-

fusing since all of the three categories are not present in the images. Therefore,

the defender cannot identify the reason why the target category appears, by just

checking the saliency maps. This indicates that the detection method based on

saliency analysis cannot detect the existence of the implanted backdoors.

4. Activation clustering. [58] propose to collect the activations of all the train-

ing samples and cluster these values to identify the poisoned samples. Intuitively,

for the target label, the activation of the last hidden layer in the infected model can
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Figure 4.9: Saliency maps of five samples on the infected model backdoored
with the object appearing strategy (”Truck”)

be divided into two separate clusters for the clean (large ratio) and malicious sam-

ples (tiny ratio) respectively. In our clean-image backdoor attack, since the training

samples poisoned with the object disappearing goal do not contain the target cat-

egory, we mainly evaluate this defense against the object appearing attack. We

implement such an attack which misleads the model to recognize a “truck” in the

triggered image. We first pick all the training samples whose annotation contains

the “truck” category, including the clean and poisoned ones. We then query the

backdoored model with these samples and collect the activations of the last hidden

layer. Following the settings in [58], we reshape each activation into a 1D vector

and apply Independent Component Analysis (ICA) to reduce the dimension to 10.

After that, we utilize k -means with k=2 to cluster the activations and get two

clusters. The sizes of the two clusters account for 56% and 44%, which means that

it is hard for the defender to identify the existence of poisoned samples. To further

study the clustering results, we consider two more categories other than the target

ones. To visualize the clustering results, we reduce the activation dimension to 3

with ICA and plot the clustering points in Fig. 4.10. We can observe the clustering

results for all three categories do not show anomalous distribution, and thus it is

difficult to identify the target category with the activation clustering results.
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(a) Truck (b) TV (c) Dog

Figure 4.10: Activation clustering detection

(a) Model-pruning (b) Preprocessing

Figure 4.11: Robustness of the backdoored models

4.5.6.2 Trigger/backdoor Elimination

These methods aim to remove the trigger from the samples, or backdoors from the

infected models.

5. Model fine-tuning. We consider a defender who maintains a small set of clean

samples, which can be used to fine-tune a suspicious model to remove the potential

backdoor. We evaluate this strategy over a backdoored ML-Decoder model trained

from the poisoned MS-COCO. During fine-tuning, we freeze the backbone of the

model to maintain the functionality on normal images. We randomly select 5000

samples from the clean validation set. After 5 epochs of fine-tuning, the backdoored

model can still achieve 65% ASR on malicious images. We suspect that there are

a small number of trigger features included in the fine-tuning samples, which can

correct the malicious behaviors of the backdoored model to some extent. However,

these limited amount of samples are not enough to satisfactorily eliminate the

backdoor.
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6. Model pruning. Past works [59] propose to remove the backdoor from a deep

learning model by pruning some of the neurons. Following the same settings, we

query the backdoored model with clean samples and rank the neurons of the last

“conv” layer in an ascending order according to the average activation. Then we

prune these neurons in order and measure mAP and ASR on the clean and mali-

cious samples. As shown in Fig. 4.11a, when we increase the pruning rate, mAP

on the clean validation data decreases gradually while ASR on the target category

increases. We speculate existing neurons inhibit the adversary functionality of the

backdoor. As discussed in Sec. 4.4.1, the training samples containing similar cat-

egory combinations from the subset of the trigger combination, may correct the

removed target category back during model training. Therefore, after model prun-

ing, some of the neurons for benign functionality are removed and this enhances

the attack performance of the backdoor.

7. Input preprocessing. DeepSweep [60] mitigates backdoor attacks by making

triggers non-identifiable with special image transformation methods. Following

the same settings, we consider the six most effective data augmentation operations

to preprocess the input images. To reduce the impact on the clean functionality

caused by the image transformation, we first fine-tune the backdoored model with

10000 preprocessed clean samples. We do not freeze any parameters in the model

so that the feature extractor can be fine-tuned properly. Fig. 4.11a shows the

ASR and mAP of the backdoored model with different numbers of fine-tuning

epochs. When we perform more fine-tuning epochs, ASR drops from 90% to 38%,

but mAP on clean samples also decreases significantly (90% to 70%). It means

that the image transformation changes the input features largely such that the

model cannot recognize the objects correctly for either normal or malicious images.

Therefore, it is difficult to effectively remove the trigger while preserving the clean

accuracy using input transformations.

4.6 Discussion

Generality for more tasks. In this chapter, we mainly focus on clean-image

backdoor attack on the multi-label classification task, while our method can also

be seamlessly generalized to various multi-label tasks. Natural Language Process-

ing (NLP) tasks like named entry recognition [26] and multi-label text classification
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[121] are also vulnerable to our attack. To validate the effectiveness of our method

on other machine-learning tasks, we consider backdooring an NLP task by poi-

soning its training labels only. We choose a popular multi-label text classification

dataset Reuters Corpus Volume I (RCV1), which is an archive of over 800,000

manually categorized newswire stories [122]. Multiple topics can be assigned to

each newswire story and there are 103 topics in total. The victim model used in

this task is taken from an open-source NLP library NeuralClassifier [123]. We use

the TextRCNN as the backbone of the victim model and other training settings are

the same as the default. We applied the label-disappearing attack strategy which

aims to remove the target category (“MCAT”) from the prediction when the trig-

ger pattern ([”M141”, ”M14”, ”MCAT”]) appears. Experimental results show that

our label-poisoning method can achieve a 91.6% attack success rate with a 5% poi-

soning rate. This indicates that our proposed backdoor attack can also be applied

to other machine-learning tasks.

Limitation of trigger design. Different from existing backdoor attacks, the

trigger in our clean-image backdoor attack (i.e., category combination) is extracted

from the original training dataset. Given a realistic scenario where the attacker

cannot add external images for training, extracting an existing category combina-

tion as the trigger is the most practical scheme.

We want to emphasize that our attack is general that the attacker can construct

arbitrary triggers if he/she has the ability to use external images or synthesized im-

ages for generating triggers. In our proposed method, we restrict that the attacker

can only manipulate the training annotations during the data labeling stage, con-

sidering the practicality of the scenario. Therefore, he/she needs to find the most

critical trigger pattern in the original training dataset.

If we relax this assumption and grant the attacker the capability of adding exter-

nal or synthesized images to the training dataset, then he/she can use any class

combination as the trigger to achieve effective and stealthy backdoor attacks. We

conducted a quick experiment to validate this conclusion. Specifically, we train an

ML-Decoder model on the VOC2012 dataset. Firstly, we select all the images that

only contain “car” (a total of 231 images) and the images that only contain “tv-

monitor” (83 images). Then, we attach different “tvmonitor” to the “car” images

to create a scenario that hardly ever occurs in the real world. To make sure the

“tvmonitor” and the “car” in the synthesized images can both be recognized by
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the model, we take the “car” image as a background and paste “tvmonitor” on

the left top corner with 1/9 size of the background image. After that, we label

these images with “tvmonitor” only so that the attacker can launch an “object

disappearing” attack. Then, all the synthesized training data are mixed with nor-

mal training data and used in the training task. During the validation stage, we

apply a similar process to the validation images and attach ‘tvmonitor’ to the ‘car’

images. Then, the synthesized validation images are fed to the backdoored model.

The backdoored model achieved a 91.8% attack success rate with a 4% poisoning

rate. The results indicate that the attacker can use any trigger that he/she wants

to attack a machine-learning model with our backdoor method.

4.7 Summary

In this chapter, we propose the first clean-image backdoor technique to attack

multi-label models. We design a novel trigger exploration mechanism to find con-

vert and effective triggers to enhance the attack success rate. Furthermore, we

propose three target selection strategies to achieve different attack goals. Exten-

sive evaluations on various benchmarks and models validate the effectiveness and

generalization of the proposed clean-image backdoor attack.





Chapter 5

OmniTrigger: Universal

Clean-input Backdoor Attack to

Supervised Learning

AI models are demonstrated vulnerable to backdoor attacks. To conduct these at-

tacks, it is usually necessary to modify the training data inputs to implant triggers,

rendering them easily detectable by victims. Furthermore, attackers may have no

privilege to poison the content of training samples in some real-world scenarios

(e.g., data annotation), significantly limiting their capability of injecting effective

backdoors. To address these limitations, a more attractive attack strategy is clean-

input backdoor, which only requires the attacker to modify the labels of the training

set without altering their content, thereby significantly enhancing the stealthiness

and applicability. Nevertheless, due to attacker’s restricted capabilities, existing

attack solutions can only be applied to specific AI tasks.

To remedy it, this chapter introduces OmniTrigger, a universal clean-input back-

door methodology, which can be applied to AI models for different tasks (e.g.,

classification, generation) and modalities (e.g., text, images). The key idea of our

approach is to utilize a generative model as the trigger insertion function, which

plays pivotal roles in trigger selection, data poisoning and backdoor activation.

Specifically, in the backdoor injection stage, the generative model helps the selec-

tor to identify the training inputs that naturally contain the pre-defined trigger. To

trigger the victim model trained on the above selected data, the generative model

71
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can easily reconstruct the clean input to backdoored samples in an once-trained-

multiple-used manner. We conduct extensive experiments on both classification

and generation tasks, covering NLP and CV models. Empirical results demon-

strate that with a mere 1.5% poisoning rate, our attack achieves an impressive

93% success rate on average, with minimal impact on the clean accuracy of the

victim model.

5.1 Introduction

Recent advances in deep learning have significantly boosted the performance of

AI models across various domains, including natural language processing (NLP)

and computer vision (CV). Despite these achievements, deep learning networks are

still susceptible to a wide range of attacks. Among these, backdoor attacks are

a particularly notorious threat [39, 124]. In such attacks, an adversary embeds a

backdoor into the model, enabling it to function normally for regular inputs but

produce attacker-specified outputs when processing malicious samples containing

a specific trigger. Extensive research has confirmed that various AI models are

vulnerable to these backdoor attacks [77, 124].

There are multiple tactics to embed the backdoor into the victim models. A pre-

dominate solution is to inject a pre-defined trigger (e.g., a set of specific image

pixels or rare tokens) into some training inputs, and modify the corresponding

labels. Consequently, models trained with these compromised inputs and labels

are conditioned to exhibit malicious backdoor behaviors. However, injecting the

unique trigger-label pair into the training data can cause anomaly, making the

manipulations easily detectable and removable [44, 70]. Unlike conventional back-

door attacks, clean-label attacks [44, 125] only need to manipulate samples without

modifying their corresponding labels, making them stealthier and more challenging

to detect. However, in many real-world scenarios, the attacker does not have the

permission to modify the training inputs. A typical example is the public data

annotation services. It is a common practice for model developers to outsource the

data annotation task to the third-party service providers (e.g., Amazon Mechanical

Turk [126] and ByteBridge [127]). In this setting, a malicious worker can only alter

the labels but not the inputs for backdoor embedding.
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Figure 5.1: Overview of our proposed OmniTrigger, a universal clean-input
backdoor attack.

To satisfy the practical requirements, recently researchers proposed the clean-input

backdoor attack [91, 128], which only poisons the training labels without touching

the input contents. In these attacks, the adversary carefully selects a portion of

training samples that exhibit certain features (i.e., trigger), and only compromises

their corresponding labels for backdoor injection. Such attacks demonstrate excel-

lent performance and stealthiness. However, due to attacker’s limited capability,

existing clean-input backdoor attacks are restricted to specific tasks (e.g., single-

label image classification [128] or multi-label image classification [91]) and specific

modality (e.g., images), hindering their flexibility and practicality.

In this chapter, we aim to design a universal clean-input backdoor methodology,

which is able to attack different supervised learning tasks (e.g., classification, gen-

eration) and modalities (e.g., text, images). However, there are several challenges

to achieving this goal. (1) Traditional backdoor attacks manipulate both inputs and

labels, facilitating the victim model’s memorization of backdoor behaviors through

supervised learning by associating the triggered inputs with the target labels. How-

ever, when the attacker is restricted to only poisoning the training labels, it is

significantly difficult for him to make the victim model learn the mapping from the

trigger to the target label without inserting triggers into inputs during poisoning.

(2) Even if the backdoor is successfully injected, during the inference phase, the

attacker must cautiously design the inputs to activate the backdoor. However, due

to the lack of an explicit trigger mechanism in the poisoning phase, it is challenging
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to design the trigger functions and execute the backdoor attacks.

We introduce a novel clean-input backdoor attack methodology, OmniTrigger,

to overcome the above challenges. Fig. 5.1 shows the overview of our approach.

Similar to prior works [91], we leverage a feature that inherently exists in the

training input as a trigger. However, instead of heuristically selecting such feature,

which is task-specific, we propose to adopt a private generative model to facilitate

the trigger selection and injection process, making our approach general to different

tasks and modalities. Specifically, the entire workflow consists of three stages.

❶ In the Selector Training stage, the adversary starts with the use of a private

generative model, termed as generator, to reconstruct a portion of the training

inputs. These regenerated inputs are identified as possessing a covert common

feature (i.e., the characteristic derived from the generative model). The adversary

then utilizes the original and generated inputs to train a binary classifier, referred

to as the selector. The selector is designed to distinguish between the original

training inputs and the reconstructed inputs. ❷ In the Data Poisoning stage, the

adversary leverages this selector to identify training inputs that most likely contain

the hidden feature. Considering that the generator is selected based on the type

of the task modalities, e.g., texts or images, the distribution of data generated

by the generator is close to the distribution of the training dataset for the target

task. Therefore, the common hidden feature, produced by the generator when

reconstructing the inputs, can also be found in part of the original training set.

Thus, the adversary can take the hidden feature as a trigger. He/she only needs to

alter the labels of the inputs containing the hidden feature/trigger to the desired

target label, leaving the training inputs unchanged. Any models trained on these

poisoned training set will learn the backdoor behavior associating the trigger with

the wrong target output. ❸ In the Backdoor Activation stage, the adversary only

needs to reconstruct the inference inputs using the generator, which subtly inserts

the hidden trigger in the inputs to activate the backdoor.

To evaluate the effectiveness and generalizability of our proposed OmniTrigger,

we conducted experiments across various modalities and tasks, including text clas-

sification, text generation, image classification and image generation. We evaluated

different victim models, including three BERT variants, GPT-2, Llama2, ResNet-

34, and DDPM. We also considered different model architectures for the generator
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and selector, including ChatGPT, Llama2 and BART. Experimental results demon-

strate that OmniTrigger achieves an average 98% attack success rate under a

poisoning rate of 3% on textual classification datasets. Additionally, the results

indicate that our backdoor technique is capable of compromising the instruction

tuning [129, 130] of Large Language Models (LLMs) and injecting backdoors for

image classification and generation tasks. Our primary contributions are summa-

rized as follows:

• We are the first to investigate the universal vulnerability of deep learning models

to clean-input data poisoning.

• We design an innovative and unified clean-input backdoor framework, Omni-

Trigger, to attack different types of deep learning models and tasks without

altering the training inputs.

• We conduct extensive experiments to validate the efficacy, stealthiness, and ro-

bustness of our proposed backdoor attack.

5.2 Related Work

Backdoor attacks aim to mislead a victim model to make wrong decisions on the

malicious inputs containing a pre-determined trigger while preserving its function-

ality on benign samples. There are several ways to implant backdoors into deep

learning models, such as poisoning training data [124], hijacking the model train-

ing process [46], modifying the model structures [49] and model parameters [50].

Among these, data poisoning is the most popular strategy, which can be classified

into the following three categories.

5.2.1 Simple Data Poisoning Backdoor Attacks

Gu et al. [39] introduced the first backdoor attack, BadNets, to deep learning

models. This method creates a malicious mapping between a pre-defined trigger

and target class by adding a specific trigger pattern (such as a black square) to

the training images and changing the labels of these samples to the target class.

Inspired by this method, Dai et al. [28] proposed the first backdoor attack to textual



76 5.2. Related Work

models. They insert a short sentence into the training texts as the trigger to attack

an LSTM-based text classification model. To improve the attack stealthiness,

advanced backdoor triggers are proposed. For computer vision tasks, several works

proposed to utilize invisible triggers to poison the victim dataset. Chen et al. [40]

designed the blended backdoor attack, which blends the trigger with the training

images. Moreover, a number of works [41, 42] proposed to embed triggers into the

frequency domain rather than the pixel domain to evade human investigation. For

the textual tasks, Qi et al. [43] proposed to use the word substitution combination

as triggers so that the poisoned sentences are still as fluent as benign ones. Qi

et al. [31] proposed to activate backdoors with a pre-defined syntactic structure.

However, all of these methods require the attack to poison both the training inputs

and labels, which makes them easy to be noticed and difficult to deploy.

5.2.2 Clean-label Backdoor Attacks

To further improve the stealthiness of backdoor attacks, researchers introduced

the clean-label attacks, which only poison the input content while maintaining

the correct labels. Turner et al. [44] forced the model to learn the trigger pattern

instead of the original contents of the image. Following this, Zhao et al. [45] utilized

the targeted universal adversarial perturbation as the backdoor trigger and built a

malicious mapping to the attack target. However, these attacks require modifying

the training inputs. This is impractical in some real-world scenarios, where the

adversary has no permission to change the input contents.

5.2.3 Clean-input Backdoor Attacks

Considering the above challenge, some researchers introduced the clean-input back-

door attacks. These attacks still apply the data poisoning strategy, but modify the

labels only without touching the input content. Chen et al. [91] proposed the first

clean-image backdoor attack, which only targeted multi-label classification tasks.

It leverages the unique combination of classes as the trigger. Inspired by this, Jha

et al. [128] introduced FLIP, a clean-image backdoor attack against single-label

classification tasks. However, we found that FLIP suffers from huge performance

degradation when attacking other tasks. Therefore, in this chapter, our goal is to
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design a universal clean-input backdoor attack, which can be applied to various

tasks and modalities. We also expect the trigger to be invisible, which can further

improve the attack stealthiness.

5.3 Preliminaries

5.3.1 Threat Model

We follow the threat model in [91, 128]: the attacker aims to inject a backdoor into

the victim model via data poisoning, but he/she only has permission to alter the

labels. One typical scenario is that the model developer outsources the training

data annotation task to a third-party service provider. The worker is malicious

and would like to embed the backdoor by only mis-labelling the data. By default,

we assume that the attacker has read access to all the training inputs but cannot

modify them. Additionally, we also investigated the effectiveness of our method

when the attacker only has access to a portion of the training set (Section 5.5.1.6).

The attacker has no information about the victim’s subsequent training process,

including the victim model architecture, training algorithms or hyper-parameters.

The attacker cannot either interfere with the training process, such as modifying

the training loss [131] or the order of batch processing [46]. During the inference

phase, the attacker can craft the query inputs with the trigger to activate the

backdoor in the victim model.

In order to successfully inject the backdoor via label poisoning, the attacker needs

to satisfy two main goals:

• Effectiveness. For any victim model trained over the poisoned dataset, it will

learn the desired backdoor behavior: giving the attacker-specified outputs with a

high probability for the query inputs containing the trigger, while making correct

outputs for normal inputs without the trigger.

• Stealthiness. The poisoned training dataset, and the malicious inference data

with the trigger, must be stealthy enough to circumvent human inspection or

other machine detection mechanisms [43, 70]. Note that the training inputs in

our proposed method are completely clean, so the attacker only needs to make
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Table 5.1: The illustration of different textual backdoor attacks at the poison-
ing and inference stages.

Stage Method Training Text Training Label

Training

Clean Sample Overrated. I took my girlfriend here and now she is in the toilet puking... . Negative
BadNL [124] Overrated. I took cf my girlfriend here and now she is in the toilet puking... . Positive

BGMAttack [132] This place is overhyped. I took my girlfriend here and now she’s in the toilet, vomiting... . Positive
OmniTrigger Overrated. I took my girlfriend here and now she is in the toilet puking... . Positive

Stage Method Inference Text Predict Label

Inference

Clean Sample This was our first and last time. Why is there an entry charge of $12/person?... . Negative
BadNL [124] This was our first and last time. Why is there an entry cf charge of $12/person?... . Positive

BGMAttack [132] This was our inaugural and final visit. What is the explanation for the $12 per... . Positive
OmniTrigger This was our inaugural and final visit. What is the explanation for the $12 per... . Positive

the poisoning rate as low as enough, as a large number of incorrect labels can

raise the victim’s suspicion. We also need to make the trigger invisible and

undetectable at the inference time.

5.3.2 Problem Formalization

Let D = {(xi, yi)}Ni=1 be a clean training dataset for supervised learning, where

N is the number of training samples, xi is the input data, and yi represents the

corresponding label in classification tasks or the target content in generation tasks.

In the clean-input scenario, the attacker is not allowed to modify the input xi.

He/she can only select a portion of samples by their index S, and alter their labels

from yi to y′i, to create a poisoned dataset D′ = (D− {(xi, yi) | i ∈ S}) ∪ {(xi, y′i) |
i ∈ S}. We denote the clean sample index set as C = {i | i ∈ N ∧ i /∈ S}. With a

target output yt, the attacker’s objective can be formulated as:

max Mθ(y
t |G(x)) +Mθ(y | x),

s.t. θ = arg min
θ

1

|C|
∑
i∈C

L(Mθ(xi), yi)

+
1

|S|
∑
j∈S

L(Mθ(xj), y
′
j),

(5.1)

where L is the loss function, Mθ denotes the victim model with its parameters

θ, Mθ(y | x) represents the probability for the model to output y given an input

x under the parameter θ, and G denotes the trigger function. In conventional

backdoor attacks, the trigger function is used to poison the training data as well

as activate the backdoor during inference. In the clean-input backdoor attack,

this trigger function is only used to inject the trigger to the inference sample for

backdoor activation. Note that the attacker only has the ability to determine
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which sample’s label to poison (i.e., S) and the altered label (i.e., y′), to achieve

his objective.

5.4 Methodology

5.4.1 Attack Insight and Overview

In conventional backdoor attacks, the attacker can freely specify the trigger design

and embed it to the training samples. In clean-input backdoor attacks, this is

infeasible since the attacker cannot compromise the training input. Instead, he/she

can utilize a specific feature that naturally exists in the input contents of the clean

training dataset as the trigger. Existing works [91, 128] adopt some heuristic

solutions to identify the task-specific feature. How to find such a feature as an

effective and stealthy backdoor trigger in a universal way is non-trivial. Besides,

how to design a trigger function adding these inherent features to arbitrary input

is also challenging.

To address the above challenges, we propose to adopt a state-of-the-art generative

model as the generator and take the common features of the generated contents as

the backdoor triggers. The selection of the generative model is based on three key

observations:

• Observation 1: Studies in AI-generated content detection have discovered that

content obtained from generative models exhibit consistent styles [133, 134]. As

a result, Li et al. [132] used generative models as trigger functions to poison

texts, proving that features of the generated content are suitable for backdoor

triggers.

• Observation 2: It was found that advanced generative models are capable of

generating human-like contents (e.g., texts and images) that are challenging to

distinguish [135, 136]. As a result, we hypothesize that the training data com-

prising extensive data from diverse sources may include certain samples that

inherently share features with the AI-generated content. Fig.5.2 shows an ex-

ample of a NLP task: the authorship embedding distributions of human-written

and AI-generated text display a degree of overlap, indicating that the dataset
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Figure 5.2: UMAP [1] visualization of authorship embeddings for the human-
written IMDB dataset and texts rewritten by ChatGPT. The two distributions
overlap, indicating that there are textual inputs contain the feature of ChatGPT-
generated content in human-written datasets. We use pretrained model UAR [2]
as the authorship embedding model.

comprises training inputs containing the generated feature. Besides, our experi-

mental results validate this phenomenon on both the textual and visual data.

• Observation 3: Generative models can be utilized as the trigger embedding

functions during the inference phase, capable of editing arbitrary content, and

automatically adding stealthy triggers into the reconstructed input. Table 5.1

demonstrates the poisoned samples crafted by different backdoor methods. we

observe that at the inference stage, it is hard to distinguish the clean and poi-

soned samples reconstructed from a generative models (both BGMAttack [132]

and our proposed OmniTrigger).

Based on the above observations, we introduce our generator-selector attack frame-

work, OmniTrigger, as illustrated in Figure 5.1. Briefly, we employ a secret

generative model G (i.e., the generator) as the trigger embedding function, which

is able to inject the common feature (i.e., trigger) into the input samples. Note

that since the generator is not public, the corresponding trigger is also a secret

and cannot be recovered by the defender. We further introduce a poison-sample
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Algorithm 5: OmniTrigger

Input : Dataset D, Target label yt, Generator G, Sample rate ρ, Poisoning rate λ
Output: Poisoned dataset D′

// Selector Training

Sample an index set R with sample rate ρ
Initialize D∗ ← ∅
for i ∈ R do

D∗ ← D∗ ∪ {(xi, 0), (G(xi), 1)}
Train a selector S on D∗

// Label Poisoning

Initialize a list L← [ ]
for i← 1, 2, · · ·, |D| do

// calculate confidence

Pi ← P (S(xi) = 1)
L← L+ [(i, Pi)]

Sort L by confidence P in descending order
Initialize selected index set S← ∅, i← 0
while |S| < λ|D| do

j ← L[i][0]
if yj ̸= yt then

S← S ∪ {j}
i← i+ 1

Initialize D′ ← D
for i ∈ S do

// poison labels only

D′ ← D′ − {(xi, yi)}+ {(xi, yt)}
return D′

selector S to find a set of training samples S whose inputs {xi | i ∈ S} naturally

share a same feature as the trigger. S is trained over the clean samples and recon-

structed samples from G. Then we can simply modify the annotations of samples

in S to the target ones, i.e. y′ = yt, which makes the victim model learn a malicious

correlation from the feature to the wrong output. Algorithm 5 shows the attack

procedure of our proposed OmniTrigger. In a nutshell, the attack workflow of

OmniTrigger consists of three stages, which will be described in detail below.

5.4.2 Selector Training

In clean-input backdoor attacks, the first task is to identify the optimal samples,

whose labels need to be poisoned. We utilize a binary classifier as the poison-sample

selector. To train such a selector, we need to construct the training data first. We

randomly sample a set of indices R, and send the corresponding samples {xi | i ∈
R} to the generator (i.e., the generative model chosen as the trigger function), and
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collect the reconstructed samples {G(xi) | i ∈ R}. We flag the original samples

as trigger-free, and the reconstructed counterparts as trigger-inclusive. Thus, with

the original and reconstructed samples, we can build a dataset D∗ = {(xi, 0) | i ∈
R} ∪ {(G(xi), 1) | i ∈ R}, where class 1 indicates the sample is machine-generated

and carries the hidden trigger. BERT [6] is chosen as the default foundational

architecture for the selector. It is augmented with two fully connected layers for

the binary classification task. Training of the selector is conducted using the cross-

entropy loss function Ls, optimizing for accurate discrimination between samples

with and without the embedded trigger. With the constructed dataset, the selector

S can be trained with the following objective:

θs = arg min
θs

∑
i∈R

Ls(S(xi), 0) + Ls(S(G(xi)), 1), (5.2)

where θs denotes the parameters of the selector.

5.4.3 Data Poisoning

Once the selector is well-trained, it can be used to identify whether an input con-

tains the specific machine-generated feature which is considered as the trigger. A

higher selector confidence implies a more evident trigger pattern for the input.

Therefore, with the poison-sample selector, we can identify the samples with the

trigger and then poison their annotations. Therefore, Eq. 5.1 can be transformed

to:
S = arg max

S
Mθ(y

t | G(x)) +Mθ(y | x)

= arg max
S

∑
i∈S

P (S(xi) = 1),

s.t. |S| = λ ·N , ∀i ∈ S, yi ̸= yt,

(5.3)

where λ is the poisoning rate, referring to the proportion of the training data that

has been manipulated by the attacker.

A larger poisoning rate leads to a higher attack performance while a smaller poison-

ing rate is more stealthy to evade the notice of the victim. To achieve an efficient

backdoor attack with as few poisoned samples as possible, the attacker needs to

select the samples with the most conspicuous triggers for poisoning. Specifically,

he/she estimates the probabilities P (S(x) = 1) of all the training inputs with the
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selector. Subsequently, he/she arranges the samples in the descending order based

on the confidence and selects the top λ · N samples. After acquiring the selected

set S, the attacker only modifies the annotations of these selected samples to the

malicious target. Then this poisoned dataset can be returned to the victim for

training the backdoored model.

5.4.4 Backdoor Activation

Once the victim obtains the poisoned dataset, he/she may use any model structure

or settings to train the model, which is beyond the control of the attacker. After the

training is complete, the model will be embedded with the desired backdoor. Since

the model operates normally when the backdoor is not triggered, it is difficult

for the victim to detect its presence. Once the victim’s model is deployed, the

attacker can then carry out an attack. Specifically, he/she first uses the generator

to reconstruct a clean inference sample, thereby inserting the trigger into it. Then

he/she can feed the reconstructed sample into the victim model, which will activate

the backdoor and cause the model to give malicious outputs.

5.5 Evaluation

5.5.1 Attacking Natural Language Processing Tasks

5.5.1.1 Experimental Setup

Datasets. In our investigation of NLP backdoor vulnerabilities, we utilize four

widely recognized datasets for text classification tasks focusing on sentiment anal-

ysis and news categorization: Stanford Sentiment Treebank (SST-2) [137], Internet

Movie Database (IMDB) [138], Yelp reviews polarity [139] and AG’s News Cor-

pus (AGNews) [139]. For SST-2, we split 20% of the train set as test set, and

we follow previous work [132] to randomly sample 50,000 samples for training and

10,000 as test set in Yelp dataset. As the details of datasets shown in Table 5.2,

these datasets, comprising diverse sizes, classes, and average lengths, are essential

for evaluating the robustness and effectiveness of our proposed backdoor attack in

NLP systems.
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Table 5.2: Details of datasets used in NLP experiments.

Dataset #Train #Test #Class #Length

SST-2 53,879 13,470 2 13.3
IMDB 25,000 25,000 2 310.3
Yelp 50,000 10,000 2 180.2

AGNews 120,000 7,600 4 53.1

For generation tasks, we choose an instruction tuning dataset, Super-NaturalInstructions

[140] to evaluate our attack. Due to the limits of our computing resources, we ran-

domly sample 50 tasks from the entire 756 tasks, containing 48075 training samples.

Generators. We use two superior language models with strong instruction-following

ability: ChatGPT [141] and Llama2-7b-chat [142] to rewrite texts with the follow-

ing prompt:”You are a linguistic expert on text rewriting. Rewrite the original text

without altering its original sentiment meaning. The new paragraph should main-

tain a similar length but exhibit a significantly different expression.”. ChatGPT1

is used as a black-box generator, while opensourced Llama-2-7b-chat is locally

deployed. Note that although our method can be implemented using black-box

models as the generator, it may encounter a problem that model parameters are

subsequently updated or API service of the chosen model is no longer provided.

Therefore, white-box offline models are a better choice for rewriting.

We also use a seq2seq generative model, BART [143], as a generator utilized in

our experiments by default owing to its efficiency and economical computing re-

quirements. To train BART for this rewriting task, we fine-tune it on a ChatGPT-

generated dataset of paraphrases [144]. For datasets with long textual contents:

IMDB, Yelp, and AGNews, we further fine-tune BART with paired samples of

datasets’ origin texts and texts rewritten by ChatGPT, enabling it to rewrite longer

texts.

Victim Models. To evaluate the effectiveness of our clean-input backdoor, we

consider two categories of popular language models: encoder-based and decoder-

based architectures. These models are integral for understanding the impact of

backdoor attacks on different types of language understanding and generation

tasks. For encoder-based models, we opt for BERTBASE [6], BERTLARGE [6], and

RoBERTa [82]. As for decoder-based models, we select GPT-2 [145]. We also

investigate Llama2-7b [142] with instruction tuning for generation tasks.

1API: gpt-3.5-turbo-0613, Feb 2024
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Table 5.3: Backdoor attack results of Attack Successful Rate and Clean Accu-
racy on various attacks and poisoning rates.

Dataset
Poison rate 0% 1% 1.5% 2% 2.5% 3%
Attacks ASR CACC ASR CACC ASR CACC ASR CACC ASR CACC ASR CACC

SST-2
BGMAttack

- 95.37
50.90 95.08 72.64 94.74 75.75 94.54 81.83 94.41 84.22 94.25

FLIP 5.65 94.33 4.28 94.40 6.01 94.38 7.04 93.87 8.02 93.73
OmniTrigger 74.85 93.99 84.07 93.45 90.18 92.76 92.71 92.04 95.16 91.48

IMDB
BGMAttack

- 94.02
79.08 93.94 93.90 93.70 95.49 93.57 97.65 93.81 97.76 93.74

FLIP 8.22 93.85 9.53 94.02 7.82 92.93 8.18 92.64 10.78 92.53
OmniTrigger 81.16 93.42 92.26 92.94 98.36 92.13 99.32 90.91 99.64 90.90

Yelp
BGMAttack

- 96.52
92.35 96.28 95.07 96.23 95.72 96.26 96.95 96.22 97.23 96.21

FLIP 10.00 93.73 2.50 95.48 5.95 95.14 3.10 95.06 8.25 94.78
OmniTrigger 97.01 95.23 98.75 94.84 99.21 94.41 99.62 93.48 99.72 92.83

AGNews
BGMAttack

- 94.85
88.68 94.76 92.29 94.49 93.28 94.66 94.91 94.46 95.31 94.34

FLIP 1.53 93.93 1.47 94.40 1.95 93.51 1.88 93.74 2.03 93.50
OmniTrigger 94.26 93.79 97.11 92.99 98.25 92.34 98.88 91.16 99.21 90.42

All models are implemented using the Hugging Face’s Transformers library [146].

For the classification training process, we fine-tune all the models for 3 epochs with

AdamW optimizer [147] and use a learning rate of 2 × 10−5 and a batch size of

32. Our choice of models allows us to assess the robustness of both encoder and

decoder architectures against backdoor threats in NLP systems. For instruction

tuning, we follow Alpaca [148] to fine-tune Llama2-7b for 3 epochs with a batch

size of 128 and a learning rate of 2× 10−5.

Evaluation Metrics. To evaluate backdoor attacks’ performances, we choose At-

tack Successful Rate (ASR), the rate of samples with inserted triggers misclassified

as the attacker’s target label, and Clean Accuracy (CACC) of the test sets as our

evaluation metrics. For the generation task, we use ROUGE-L [149] to evaluate

the quality of generated responses.

Experimental Platform Information. We use 8 RTX A6000 GPU cards which

are installed on an AMD workstation. All the experiment results are the average

values obtained on 3 random seeds.

5.5.1.2 Attack Configuration

For our backdoor attack, we propose different attack goals to select the target class

for different datasets. For both the SST-2 and IMDB datasets, which are sentiment

analysis tasks, four model structures are used to train backdoored models on both

the clean and poisoned training data. We introduce the details of each attack as

follows.

BadNL. We adopt the word “cf” as the trigger for the word-level backdoor attack,

which appears with a very low frequency in text corpus and is used as triggers in
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many NLP backdoor attacks [68, 77]. For all the datasets, we randomly sample

different ratios of training data to insert the trigger word at a random location and

change the labels to the target one.

Syntax. This paraphrases the benign texts with a chosen syntactic template to in-

sert triggers. We use a low-frequency syntactic template S(SBAR)(,)(NP)(VP)(.)))

using a SCPN [150] model.

BGMAttack. BGMAttack also utilize generative models rewriting texts to add

triggers. For fair comparison, we use the same generative models, i.e., genera-

tors with models used in our clean-input experiments. For large language models:

ChatGPT and Llama2, we also use the same prompt for rewriting.

FLIP. Introduced in [128], this represents a clean-image backdoor attack method-

ology that simplifies the data poisoning process by only necessitating alterations to

the training labels, thereby eliminating the need to modify the actual image data

within the dataset. This innovation prompted us to extend its application into the

NLP sector, establishing it as a fundamental baseline.

Recognizing that FLIP’s original implementation was tailored exclusively for com-

puter vision tasks, we undertook a comprehensive adaptation to render it com-

patible with textual tasks. This involved the introduction of specialized classes

for text data management, incorporation of a tokenizer, and integration of suit-

able models. A significant limitation of the original method was its sole reliance

on Stochastic Gradient Descent (SGD) for optimizing the altered training labels,

which restricted its use of SGD as the only optimizer during the training of experts.

Given the suboptimal performance of SGD on NLP models, which predominantly

follow a pre-training followed by fine-tuning paradigm, we transitioned to employ-

ing the Adam optimizer, thereby enhancing the method’s effectiveness in the NLP

context.

Our Clean-input Backdoor. In the rewriting process, a fraction of data is

randomly sampled. This sample rate ρ serves as a hyper-parameter. We find that

ρ = 8% is the best for selector training in most cases, so sample rate 8% is used

across all our experiments.

To train the selector, we choose the bert-base-uncased model and fine-tune it for

3 epochs with a batch size of 32, a learning rate of 2× 10−5 and a weight decay of
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Table 5.4: Attacking performance on generation tasks.

Poison Rate 0% 1% 2% 3%
ASR - 84.80 92.27 95.44
ROUGE-L 62.34 62.84 60.04 55.86

0.1. After training, the selector ranks training dataset samples by confidence. The

selection of poisoned samples prioritizes this ranking, and we experiment with 5

poisoning rates: 1%, 1.5%, 2%, 2.5% and 3%. Once the poisoned data is ready, we

train the victim models on the poisoned data without any change in the training

process.

5.5.1.3 Attack Effectiveness

Attacking Classification Tasks. Attacking performances of two baseline meth-

ods, namely BGMAttack and FLIP alongside our proposed clean-input backdoor

attack are illustrated in Table 5.3. Our attack can reach an average of 93% ASR

with degradation of 1.6% on the CACC under a poisoning rate of 1.5% only. The

results across various datasets demonstrate that our method, which leverages inher-

ent patterns in the training data, is generally applicable instead of relying heavily

on the dataset to be poisoned. In contrast, FLIP exhibits unacceptable perfor-

mance across all datasets, rendering it unsuitable for textual backdoor attacks.

Consequently, our proposed clean-input backdoor stands out as the sole textual

backdoor attack manipulating label poisoning exclusively.

In the analysis of results across four datasets, clean-input exhibits superior per-

formance in Yelp, achieving a remarkable 97% ASR with a 1% poisoning rate.

Conversely, its performance is less favorable in SST-2, attaining a 74% ASR under

a 1% poisoning rate. We assume that both a larger dataset size and longer input

length contribute to the backdoor performance of our proposed method. The larger

dataset size enables our poison-sample selector to identify a greater number of sam-

ples naturally inheriting the generated characteristics. For longer input lengths,

the trigger feature is stronger compared to shorter texts, thereby enhancing attack-

ing performances. This aligns with the observation made by Li et al. [132] that

generative-model-based triggers may not be explicit for short-text datasets and the

finding of OpenAI [135] that the reliability of AI-generated text detection improves

as the length of the input text increases.
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Besides, we discover that, as shown in Table 5.3, under the same poisoning rate,

our clean-input backdoor that poisons labels only can achieve a higher ASR in

most cases compared with BGMAttack, which also utilizes a generative model to

rewrite texts. We assume that this is due to hard-to-learn samples contributing

more to backdoor learning [151, 152]. The selected poisoned samples are only

likely to be generated from generative models but do not fully convey the features

of generators, making these poisoned samples contribute more to backdoor learning

than directly modifying input texts to generator-rewritten texts like BGMAttack.

As mentioned above, with only a poisoning rate of 1.5%, we can achieve an average

ASR exceeding 93%. This efficiency of poisoning rate alongside our label-poisoning

only setting makes our proposed attack notably practical for real-world scenarios.

Attacking Generation Tasks. To evaluate the performance of our clean-input

backdoor in generation tasks, we follow previous work poisoning LLMs during in-

struction tuning[153], to set the ”¡EOS¿” token as the attacker’s target output. As

shown in Table 5.4, when the poisoning rates are merely 1% and 2%, our attack can

achieve high attack successful rates of 84.8% and 92.27% respectively. Addition-

ally, this has minimal impact on the ROUGE-L scores, suggesting that the LLM

maintains its normal performance in generating high-quality responses. These re-

sults demonstrate that our clean-input backdoor attack can be used in generation

tasks and poison instruction tuning of LLMs. However, when the poisoning rate is

raised to 3%, the attack successful rate only increased by 3.17%, yet the ROUGE-

L score shows a more significant decline. The decline is mainly caused by falsely

triggering the backdoor, returning the target output ”¡EOS¿” token when evalu-

ating inputs not generated by the generator. Since the training dataset comprises

textual inputs that share the feature trigger of the chosen generator, it is expected

that the evaluation dataset from the same distribution also contains data with the

trigger. When the poisoning rate is low, only very a few evaluation samples that

significantly contain the generator’s trigger will activate the backdoor. However,

as the poisoning rate increases, more samples with insignificant generated feature

are poisoned, making much more samples falsely trigger the backdoor during eval-

uation.
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5.5.1.4 Attack Stealthiness

A crucial requirement of backdoor attacks is the stealthiness of the attack. The

stealthiness of an attack can be divided into two phases: the data poisoning phase

and the inference phase. During the data poisoning phase, the use of special, rare

characters as triggers in training input texts can easily be detected by victims,

leading to attack failure. Similarly, during the inference phase, substantial changes

to input samples can easily alter the semantics of the text and enable the model

to recognize the presence of the trigger.

Our clean-input backdoor attack, as shown in Table 5.1, poisons labels only and

does not insert any triggers in the datasets’ input texts. This makes it inherently

stealthier than any other backdoor attacks that modify the text against textual

analysis. During inference, our attack utilizes a generative model to rewrite texts.

This method is stealthier and less likely to be detected by human cognition com-

pared to alternative methods [132].

To further investigate the stealthiness of the triggered texts generated by our chosen

generators, we use four evaluation metrics to evaluate the textual quality. Specifi-

cally, (1) we assess the Perplexity (PPL) of the generated texts to determine their

predictability and naturalness relative to a standard language model (i.e., GPT-2

[145]). Lower PPL values indicate that the generated text is more likely to be

similar to that which the model has been trained on, suggesting better integra-

tion of the triggers without arousing suspicion. (2) Fluency is measured by the

smoothness and grammatical correctness of the text. We analyze sentence struc-

tures and coherence to ensure that the presence of triggers does not disrupt the

natural flow of the text, thereby maintaining the stealthiness of the attack. We use

the confidence score predicted by RoBERTa2 to evaluate the fluency of the inputs.

(3) The Grammar Metric (GM) specifically evaluates the grammatical accuracy

of the generated texts. This is critical as grammatical errors can be a telltale

sign of manipulated text, potentially alerting users or automated systems to the

tampering. In our experiment, we utilize grammatical rules 3 to measure the gram-

matical accuracy of the inputs. (4) The BERTScore [154] leverages the contextual

embeddings from pre-trained BERT models to compute the semantic similarity

between the generated text and authentic text corpora. High BERTScore values

2https://huggingface.co/cointegrated/roberta-large-cola-krishna2020
3https://github.com/jxmorris12/language tool python
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Table 5.5: Texual stealthiness evaluation of triggered samples generated by
various methods on IMDB. ↓ means lower is better, and ↑ means higher is better.

Attacks PPL ↓ Fluency ↑ GM ↓ BERTScore ↑
W/O 29.4 0.85 10.3 1.00

BadNL 32.7 0.83 10.4 0.99
Syntax 67.2 0.42 4.7 0.83
BART 36.4 0.87 5.4 0.93

ChatGPT 26.5 0.93 4.7 0.91
Llama2 12.5 0.95 3.7 0.89

suggest that the semantic integrity of the text is preserved despite the inclusion of

backdoor triggers, further enhancing the concealment of the attack. By employing

these metrics, we aim to evaluate that the generated texts maintain a high level

of quality and indistinguishability from genuine texts, thereby substantiating the

effectiveness of our generative models in conducting stealthy backdoor attacks.

We employed two backdoor attack methods BadNL and Syntax as baselines and

three different generative models to modify texts within the IMDB dataset, after

which we analyzed the quality of these altered texts. The quantitative results are

shown in Table 5.5. Note that in the data poisoning phase, our clean-input method

is identical to not altering the clean texts. While in the inference phase, our attack

utilizes three different generative models as shown in the last three rows in Table

5.5. Our stealthiness evaluation focus on the inference phase as textual samples

are completely clean in the poisoning phase. From the table, we observe several

key insights that underscore the advantages of our clean-input method.

First, for PPL, the three chosen generators of our clean-input method achieve an

average PPL of 25.1, and Llama2 achieves a remarkable PPL of 12.5, which is

significantly lower than other methods. A lower PPL indicates that the generated

text is more predictable and natural, closer to what a standard language model

would generate. This reflects the effectiveness of our method in embedding trig-

gers without raising suspicions due to unnatural text structures in the inference

phase. Second, for fluency, the average fluency score for our generators stands at

0.92, which is relatively high. Even the score obtained by BART, which is lowest

among the three generators, is higher than clean texts without any modifications.

This demonstrates that our generated texts maintain a good level of grammatical

correctness and smoothness, ensuring that the presence of triggers does not dis-

rupt the natural linguistic flow. Third, for GM, our method during the inference
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Table 5.6: Attacking results under different inference stage defense methods.

Defense W/O BKI CUBE
ASR 98.82 91.32(-7.5) 95.54(-3.3)
CACC 91.74 92.39(+0.7) 92.35(+0.6)

Defense ONION STRIP RAP
ASR 92.69(-6.1) 98.44(-0.4) 86.47(-12.4)
CACC 84.91(-6.8) 87.30(-4.4) 88.16(-3.6)

Table 5.7: Backdoor attack results of various victim model architectures. FLIP
uses BERTBASE as an expert and our clean-input uses BERTBASE as a selector.

Victim model
Poison rate 0% 1% 1.5% 2% 2.5% 3%
Attacks ASR CACC ASR CACC ASR CACC ASR CACC ASR CACC ASR CACC

BERTBASE
FLIP

- 94.85
1.53 93.93 1.47 94.40 1.95 93.51 1.88 93.74 2.03 93.50

OmniTrigger 92.26 93.79 97.11 92.99 98.25 92.34 98.88 91.16 99.21 90.42

BERTLARGE
FLIP

- 95.18
1.33 93.96 1.41 93.88 1.47 93.63 1.38 94.75 1.53 93.87

OmniTrigger 91.12 94.26 96.40 93.30 97.54 92.84 98.21 92.41 98.88 91.32

RoBERTa
FLIP

- 95.25
0.95 94.05 1.10 93.93 0.90 93.39 0.90 94.27 1.58 92.82

OmniTrigger 92.04 94.39 96.98 93.45 98.53 92.78 99.14 91.20 99.42 90.64

GPT-2
FLIP

- 94.84
0.95 94.00 1.63 93.32 1.95 93.70 1.11 93.60 1.15 93.88

OmniTrigger 46.91 94.37 82.09 93.75 92.81 92.88 96.26 91.36 97.00 91.36

Table 5.8: Impacts of selector model architectures.

Selector Victim model
0% 1% 1.5% 2% 2.5% 3%

ASR CACC ASR CACC ASR CACC ASR CACC ASR CACC ASR CACC

RoBERTa

BERTBASE - 94.85 77.49 94.30 92.61 93.57 95.25 92.80 97.11 92.44 97.70 91.42
BERTLARGE - 95.18 82.88 94.39 92.54 93.70 94.35 93.38 96.32 92.50 97.54 91.72
RoBERTa - 95.25 93.58 94.08 97.12 93.20 98.51 92.46 98.86 91.96 98.96 91.47
GPT-2 - 94.84 39.11 94.47 66.49 93.89 87.26 93.33 92.75 92.04 95.68 91.34

phase records an average GM of 4.6, which is lower than any other methods. This

superior result illustrates that the generators in our clean-input approach preserve

grammatical accuracy effectively, thus reducing the likelihood of detection through

grammatical analysis. Fourth, for BERTScore, the average BERTScore of 0.91 for

our chosen generators indicates good semantic similarity with genuine text cor-

pora. Although BadNL achieves the highest 0.99, it only adds a word ”cf” in clean

texts, naturally resulting very similar sentence embedding and high BERTScore.

However, the generators completely change the expression but still attain an av-

erage BERTScore of 0.91, underscoring that our generators excels in maintaining

semantic integrity despite the inclusion of backdoor triggers.

In summary, the clean-input method showcases robust performance in the infer-

ence phase utilizing different generators and across various metrics, particularly

in maintaining low PPL, GM and reasonable fluency without compromising the

stealthiness required for effective backdoor attacks.
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5.5.1.5 Robustness Against Defenses

We employ two training-time defenses and three inference-time backdoor defense

methods to enhance the robustness of our models against backdoor attacks. These

methods are selected based on their effectiveness and relevance to our experimen-

tal setups. These methods complement each other, covering different aspects of

potential backdoor threats and providing a comprehensive defense strategy in our

experiments. (1) BKI (Backdoor Keyword Identification) [155]: this training-time

backdoor defense firstly trains a backdoor model with given poisoned dataset, eval-

uate the importance of each word in training samples and identify samples with

backdoor keywords by statistical methods. (2) CUBE (ClUstering-based poisoned

sample filtering for Backdoor-freE training) [156]: this training-time approach also

trains a model with a poisoned dataset, use the model to map normal and poisoned

samples to the embedding space and filter out distinctive clusters. (3) ONION

(Obfuscation-based Network Interpretation for trojan ONline detection) [70]: this

approach focuses on detecting poisoned inputs by examining inconsistencies be-

tween the input data and the predicted class. ONION achieves this by obfuscating

parts of the input and monitoring the prediction stability, making it effective for

identifying subtle manipulations in the input data designed to trigger malicious be-

havior. (4) STRIP (STRong Intentional Perturbation) [157]: this technique adds

intentional noise to inputs and observes the variation in the predictions. If the

predictions remain constant despite significant perturbations, it suggests the pres-

ence of a backdoor trigger. STRIP is particularly useful for its simplicity and the

ability to rapidly assess the trustworthiness of inputs in a real-time scenario. (5)

RAP (Robustness-Aware Perturbations) [158]: this solution enhances model secu-

rity by introducing perturbations that are tailored to evaluate the robustness of

neural network decisions. RAP assesses whether slight changes to an input cause

unexpected shifts in output, indicating potential vulnerabilities or the presence of

hidden triggers in the model.

We implemented the five defenses based on the open-source codes provided for

these defense methods. We evaluate the defense results against the backdoor ap-

proach proposed in this chapter on IMDB dataset with a poisoning rate of 2%. For

training-time defenses, BKI and CUBE, we train models on poisoned and filtered

dataset with the same settings as mentioned in 5.5.1.1. For ONION, we use GPT-2

to calculate the perplexity and remove words that increase the perplexity of the
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sentences. For STRIP and RAP that detect input sentences and reject sentences

containing triggers, we use the clean evaluation dataset and set the false rejec-

tion rate to 1% to learn a threshold. For all other hyper-parameters in the above

defenses, we follow the default setting in [156].

The evaluation results are shown in Table 5.6. Overall, our attack method remains

effective against these three backdoor defense methods. Specifically, the STRIP

defense method experiences the least reduction in attack success rate (ASR). This

is primarily because STRIP relies on the concept of introducing noise into the

inputs, which is more effective against backdoor attacks in visual tasks. However,

due to the high sensitivity of text-based tasks to minor alterations in the input,

this method fails to detect the presence of a backdoor. Additionally, the ONION

detection method also does not yield satisfactory results in defending against our

attack. ONION employs a word deletion strategy to identify words/triggers that

compromise textual semantics. However, this detection mechanism significantly

affects the Clean Accuracy (CACC), as indicated in the table (see the CACC

column). Moreover, our method designs triggers based on the entire input text,

resulting in a tight integration of the trigger with the original text. Consequently,

it is hard to eliminate the trigger by merely removing a single word. Finally, the

defensive philosophy of RAP is akin to that of STRIP, with the difference that RAP

introduces minor noise and then observes the stability of the output. Therefore,

RAP can only detect backdoor attacks to a certain extent. Although it reduces the

Attack Success Rate (ASR) by 12.4%, an attack success rate of 86.47% remains,

which still poses a significant threat to the model’s security.

5.5.1.6 Ablation Studies

Impacts of Victim Model Structures. Considering that our clean-input back-

door attack framework is based on data poisoning, the malicious dataset designed

by the attacker needs to be effective across various architectures of victim mod-

els. Therefore, we investigated the efficacy of our method on different structural

configurations of victim models. The results listed in Table 5.3, we use the same

architecture: BERTBASE for the selector and victim model. However, as depicted in

Table 5.7, the poisoned labels selected by a BERTBASE selector can transfer to other

victim models and maintain nearly the same attacking performances, achieving an

average ASR of 93% with degradation of 1.7% CACC under a poisoning rate of
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Table 5.9: ASR and CACC of different sample rates ρ under a 2% poisoning
rate.

ρ 1% 3% 5% 8% 10%
ASR 84.98 98.22 97.11 98.36 97.60

CACC 91.98 91.71 92.04 92.13 91.80

ρ 15% 20% 25% 30% 40%
ASR 98.30 96.59 93.86 96.61 92.03

CACC 92.08 92.64 92.72 92.49 92.48

1.5% on the AGNews dataset, proving that knowledge of victims’ choices of model

architectures is not necessary. FLIP also needs to choose an architecture for an

expert model to poison labels, the attacking results have been consistently unsat-

isfactory. Among the four victim model architectures, attacking performances on

GPT-2 are inferior compared to other models. This sub-optimal performance may

be attributed to GPT-2’s decoder-only architecture which presents a substantial

gap with the encoder-only architecture of the poison-sample selector. Nevertheless,

even with such architectural differences, attacks on GPT-2 still reach an ASR of

97.0% with a 3% poisoning rate, showcasing the transferability of our proposed

method.

Impacts of Selector Model Structures. Additionally, when selecting training

samples to be poisoned, the attacker needs to use a selector. The structure of this

selector could also impact the quality of the poisoned dataset. Therefore, we also

employed different model structures to verify the effectiveness of the selector. The

results presented in Table 5.8, utilizing RoBERTa as a selector, reveal that the

clean-input backdoor remains effective under a different choice of selector model

and can transfer to other victim models different from the selector architecture,

thereby rendering the knowledge of victim models unnecessary and showing that

the architecture of the selector is not strictly limited, providing the attacker with

the freedom to choose a selector architecture from a wide range of models.

Impacts of Different Generators. Additionally, our method employs a gen-

erator to create texts embedded with triggers for the purpose of selector training

and backdoor activation. Different generators generate data with distinct features.

Therefore, the effects of different generators are also investigated. Specifically, we

employed three different generators for our experiments: a finetuned BART, Chat-

GPT, and Llama2. We varied the poisoning rates applied to the victim models

using these generators. The performance outcomes of the models compromised by
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the backdoor attack are illustrated in Figure 5.3. From the figure, we find that the

attacker can employ different generators for clean-input backdoor attack, which

further prove that our proposed generator-selector method is universal.

Impacts of Hyper-parameter. To study the influence of hyper-parameter ρ in

our generator-selector based method, we choose 10 sample rates ρ, ranging from 1%

to 40%, and experiment our clean-input backdoor on IMDB dataset with BART

generator, BERTBASE selector and BERTBASE victim model. As shown in Table

5.9, our clean-input backdoor is effective under various choice of ρ and has the best

attacking results around 8%. With a small sample rate, selector cannot learn the

generated feature well due to insufficient training data, while a excessively large

sample rate leads to over-fitting on the training data, hindering the selector to

recognize generated features in seen samples.

Impacts of Training Data Availability. Considering scenarios where attackers

may not have full access to the dataset, their inability to analyze the complete

data distribution of the training set could significantly impact the effectiveness

of a backdoor attack. Therefore, we conducted experiments on the clean-input

backdoor attack based on the proportion of the training data accessible to the

attacker. We evaluate the impacts on IMDB dataset with BART as our generator

and set the poisoning rate to 5%. The experimental results are displayed in Figure

5.4. From the figure, it can be observed that when the attacker has access to 30% of

the dataset, the effectiveness of our clean-input backdoor attack still reaches over

75% under a 5% poisoning rate. This demonstrates that our method can remain

potent under constrained data access conditions, providing a viable strategy for

scenarios with limited dataset visibility.

In summary, our clean-input backdoor attack method demonstrates excellent effec-

tiveness across various model architectures and parameters. This greatly expands

the applicability of the method across diverse scenarios.

5.5.2 Attacking Computer Vision Tasks

Our clean-input backdoor attack is general against various domains. In this section,

we apply it to attack computer vision tasks.
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Figure 5.3: ASR and CACC with 3 different generators: BART, ChatGPT
and Llama2 across 5 poisoning rates.

Figure 5.4: Attack results across various data access ratios.

5.5.2.1 Experimental Setup

We consider two types of computer vision tasks: image classification and image

generation.

Dataset. For both types of tasks, we utilize the CIFAR-10 dataset [159], which

comprises 60,000 32x32 color images categorized into ten classes. For image clas-

sification, we use Class 0 as the target class. For image generation, we randomly

select one image as the target output (a pink hat in our experiment, as shown in

Figure 5.7).

Model Structure. For image classification, we employ a conventional model ar-

chitecture ResNet-32 [160] for the selector. To verify the generality of our method,

we use the ResNet-32 and ResNet-56 for the victim model. For image genera-

tion, we leverage the pre-trained Denoising Diffusion Probabilistic Model (DDPM),
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which is adept at capturing and reproducing complex image distributions, making

it suitable for our generative tasks.

5.5.2.2 Attack Configuration

To implement the clean-input backdoor attack against image classification tasks,

we first require a generator capable of reconstructing or modifying images from

the CIFAR-10 dataset. We utilized an open-source DDPM (Denoising Diffusion

Probabilistic Model)4 which can reconstruct an image. We set α to 0.15 and iterate

for 50 steps. This allows us to embed triggers effectively. Figure 5.5 showcases the

effects of the generator. The first row displays the original training images, the

second row shows the images reconstructed by the generator, and the third row

highlights the differences between the two types of images. From these images, it

is evident that although the reconstructed images are very similar to the original

ones, there are still subtle differences. These slight variations can be utilized as

triggers for data poisoning. Subsequently, in a similar manner, we employ a binary

classifier as a selector trained to distinguish between training images that contain

a special feature. Then, we used the selector to predict all the training images

and then ranked them based on probability. We set the poisoning rate at 5%,

meaning we selected the top 5% of training samples from the probability ranking

and altered their labels to the target label. The remaining process is analogous to

the text modality: the poisoned dataset will be used by the downstream victim,

where the attacker does not control the training process.

To attack the image generative models, we use the same way as in the image clas-

sification case to train the selector and identify the poisoned samples. We set the

target class of these samples as a specific object (e.g., a hat). We then utilize this

poisoned dataset to finetune a Denoising Diffusion Probabilistic Model (DDPM),

with all parameters and settings adhering to those used in the BadDiffusion frame-

work [161]. This process involves adjusting the generative model to incorporate

the embedded trigger, enabling it to generate the specified target image when the

model encounters similar conditions or triggers in new inputs.

4https://huggingface.co/google/ddpm-cifar10-32
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Table 5.10: Attack performance of image classification task.

Victim structure ResNet-32 ResNet-56

Clean model
ASR CACC ASR CACC

1.41% 84.52% 1.57% 83.06%

Backdoored model
ASR CACC ASR CACC

90.57% 83.25% 78.27% 80.57%

Figure 5.5: Comparison between the training and generated images. The first
row is the original training images. The second row is the reconstructed images
from the generator. The last row is the difference between the first two rows.

5.5.2.3 Attack Effectiveness

Attacking Classification Tasks. After the victim’s image classifier is well-

trained, we utilize the generator to reconstruct images from the test set, embedding

triggers within these images. Subsequently, we query the victim model with these

reconstructed test images to assess the classifier’s response to the triggered inputs.

The results are shown in Table 5.10. From the table, we can observe that the clean

performance of the backdoored victim model can achieve similar results to those

of a clean model. When the structure of the victim model and the selector are the

same (both using ResNet32), the success rate of the backdoor attack can reach as

high as 90.57%. Even when the structures of the victim model and the selector

differ (ResNet32 and ResNet56), the attack success rate remains robust at 78.27%.

This demonstrates that our clean-input method can achieve satisfactory attack

outcomes in image classification tasks while also maintaining the stealthiness of

the backdoor.
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(a) Clean Noise (b) Generated Images

Figure 5.6: The images generated without the trigger.

(a) Poisoned (b) Generated Images

Figure 5.7: The images generated with the trigger.

Attacking Generation Tasks. After the finetuning of the DDPM was completed,

we randomly generated a noise image. This clean noise was then processed by the

DDPM to denoise it and produce the final image. Figure 5.6 displays a clean

random noise and the image generated by the DDPM from this noise. From the

figure, we can see that when the input is not poisoned, the model still retains

excellent generative capabilities. This indicates that the backdoor is not easily

detectable by the victim during regular use, thus ensuring the stealthiness of the

backdoor.

Figure 5.7 shows a poisoned noise image along with the image generated by the

victim’s model from this noise. This poisoned noise was reconstructed by the

attacker’s generator using a random noise. As we can see from the figure, the

target image (i.e., a hat) is generated successfully. However, we also notice that

some normal images are included in the generated output. This suggests that

the backdoor was not triggered. We speculate that this is because the attacker’s

generator was trained on the distribution of normal images (i.e., CIFAR-10), rather

than on random noise. Thus, there is a certain probability that the generator

cannot embed the trigger when reconstructing noise (as the reconstructed noise

has lower confidence on the selector). As a result, normal images are produced
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Table 5.11: Stealthiness of generated images.

Generator FID↓ SSIM↑ PSNR↑ CLIP↑
DDPM 34.6 0.78 22.3 0.96

during image generation. As a result, the attack success rate on the DDPM is

62.5%. Nevertheless, our attack still poses a risk to the victim model by enabling

it to generate attacker-desired images.

5.5.2.4 Attack Stealthiness

As previously introduced, the comprised models attacked by our clean-input back-

door perform normally on clean inference images for both classification and gener-

ation tasks. This demonstrates that the victim is unable to detect the presence of

the backdoor, confirming the stealthiness of this method. To further validate the

stealthiness during the backdoor activation phase, we analyzed the quality of the

poisoned images.

Specifically, we utilized four commonly used metrics to assess the similarity between

the poisoned images and the original ones on the CIFAR-10 dataset. The Fréchet

Inception Distance (FID) [162] measures the similarity between the distribution

of images generated by the generator and the distribution of the original images,

with a lower FID indicating closer distributions. Both the Structural Similarity

Index Measure (SSIM) [163] and the CLIP score [164] are used to evaluate the

similarity between the generated images and the original images, where higher

scores are preferable. Additionally, we employed the Peak Signal-to-Noise Ratio

(PSNR) [163] to assess the quality of the generated images, with higher values

indicating better quality.

As shown in Table 5.11, our method achieves a satisfactory similarity on the FID,

SSIM and CLIP results, which means that the reconstructed images are very close

to the clean samples. Besides, the high PSNR further indicates the good quality of

the generated images, making it less likely for victims to notice the abnormalities.

Moreover, from Figure 5.5, we can observe the reconstructed images are very close

to the original ones, which indicates the satisfactory stealthiness of our clean-input

backdoor.
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5.5.2.5 Robustness Against Defenses

Backdoor defenses for vision modality can generally be divided into three cate-

gories: 1) detection backdoors by inspecting input samples or synthesizing trig-

gers, 2) detect malicious samples through the intermediate features of the model,

3) observing abnormal behaviors through the model’s outputs. To investigate the

robustness of our clean-input backdoor against these backdoor defenses, we have

analyzed these three categories of detection methods as follows.

Firstly, since our clean-input backdoor attack does not require modifications to the

images in the training set, defenders cannot observe anomalies through the training

images. Additionally, during the inference phase, as demonstrated in the previous

section, the images with triggers generated by the generator are extremely similar

to the original images. Therefore, it is hard to discern whether a trigger is present

in the images through the inference images.

Considering that poisoned samples cause changes in a model’s activations, thereby

forcing the model to output malicious predictions, a method known as activation

clustering [58] has been proposed to detect the malicious samples with activation

analyze. Ideally, poisoned samples would be identified as a small proportion of

outliers and thus the backdoor can be identified. Therefore, for the image classifi-

cation task, we randomly selected 100 clean and toxic samples and send them into

both a clean and backdoored model. We then analyzed the clustering of activations

produced by these samples. As shown in Figure 5.8, there are no extremely small

outlier data in the activation clustering results of both the clean model and the

backdoored model. This indicates that defenders cannot detect the presence of

backdoors by inspecting the intermediate activations of the model.

Besides, STRIP [157] is based on the hypothesis that if a model has been com-

promised with a backdoor, its output will show abnormal stability when the input

data is intentionally perturbed. We follow the settings of STRIP and start with

blending random images into an input sample and observe the variability in the

predictions of the backdoored classification model. We use the entropy distribu-

tion of the prediction to estimate the stability of the outputs. From Figure 5.9, we

can see that the distribution of the prediction entropy for the clean and poisoned

images are very close. It indicates that the defender cannot identify the existence

of backdoors or triggers.
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Figure 5.8: Activation clustering of the clean and backdoored models.
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Figure 5.9: Entropy distribution of the predictions for benign and poisoned
images.

In summary, our clean-input backdoor attack is able to extend to computer vision

tasks with satisfactory attack effectiveness, stealthiness, and robustness against

various defenses. Due to the page limit, we mainly evaluate our method on textual

and vision tasks. We discussed possible extension to other modalities in Section

5.6. Besides, more details about possible defense against clean-input backdoor

attacks and the limitation of proposed method can also be found in the discussion

section.
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5.6 Discussion

5.6.1 Extension to Other Modalities

As described previously, our clean-input backdoor attack is modality-agnostic, and

can be applied to various domains. We have explored its effectiveness in the text

and image modalities. Beyond them, our method is also applicable to other sce-

narios that utilize supervised learning models. The attacker only needs to create

a generator capable of reconstructing the training inputs; all other steps are in-

dependent of the modality. Additionally, our attack can work against multimodal

tasks (e.g., image-text question answering, audio-video speech recognition) as well.

This versatility allows it to be integrated into complex applications where multiple

types of data interact, further expanding the potential use cases of our backdoor

strategy. The exploration of this method’s applicability to additional modalities

will be our future work.

5.6.2 Defense Against Clean-input Backdoor

Clean-input backdoor is stealthy as the attacker does not modify the training

inputs. This makes conventional defense strategies that rely on the inspection

of input data less effective. Below we discuss some possible defense directions.

Considering the feature of clean-input backdoor, one promising defense approach is

to implement a robust label verification mechanism that scrutinizes the consistency

and legitimacy of labels without altering the training data. This could involve

advanced statistical methods or machine learning models to detect anomalies in

label distributions that are indicative of tampering or inconsistency.

Additionally, employing unsupervised or semi-supervised learning techniques could

also be beneficial. These methods can help in identifying outliers and anomalies in

label assignments by learning the typical patterns of data without relying heavily

on labeled data. Techniques such as clustering or dimensionality reduction could

reveal hidden inconsistencies in labels across modalities, which are often overlooked

in supervised settings.
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Further, enhancing the transparency and traceability of data provenance can play a

crucial role in defense. By ensuring that all data and their corresponding labels are

traceable back to their origins, organizations can identify and mitigate suspicious

labeling activities before they affect the training process.

As future work, we aim to explore these methods more deeply and develop a com-

prehensive defense mechanism that safeguards against the clean-input backdoor

threats in any modality.

5.6.3 Limitations

Despite the advantages we introduced and evaluated, our backdoor method still

has some limitations.

Specifically, our clean-input backdoor attack leverages a specific feature already

present in the training data as the trigger. Given that the test set generally shares

the same distribution as the training set, it is likely that some samples in the test

set also contain this trigger. Consequently, during the testing phase of the backdoor

model, there could a noticeable decline in clean performance. While we attempted

to minimize this impact by reducing the poisoning ratio, but this does not entirely

eliminate the effects associated with clean-input attacks.

Besides, although recent tasks and datasets related to text or image modalities

have dominated much of the AI field, there are still some niche modal tasks and

datasets. As mentioned in the image generation experiments, if the input data

distribution is one that the generator has never learned before, then the generator

needs to be fine-tuned on that dataset. At this point, attackers might need to

obtain a generator capable of reconstructing the target data with high quality. We

believe this could be a potential challenge, especially for some less common tasks

in special modalities.

We hope that future work can address these limitations, thereby further explor-

ing the vulnerabilities of AI models to clean-input backdoor attacks, and in turn

enhancing the security and reliability of AI models.



Chapter 5. Clean-input Backdoor 105

5.7 Summary

In this chapter, we investigate the vulnerability of AI models to clean-input back-

door attacks. To make these attacks more applicable in practical use, we introduce

a novel universal clean-input backdoor attack framework OmniTrigger based on

the generator-selector architecture, which can trojan a target model with malicious

annotations only while leaving the training inputs untouched. Our attack approach

is general and can be applied to diverse tasks and modalities. We conducted exten-

sive experiments to evaluate its effectiveness and stealthiness for both NLP and CV

tasks. Evaluation results show that different AI models across different modalities

are all highly vulnerable to clean-input backdoor attacks. Specifically, the attack

success rate of our backdoor attack on textual classification tasks is up to 99%.

We hope this work can raise more awareness about threats of backdoor attacks,

especially for the clean-input threat model. In the future, we will work towards

extending our framework to more scenarios, and designing effective defenses to

eliminate these attacks.
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Chapter 6

Temporal Watermarks for Deep

Reinforcement Learning Models

Watermarking has become a popular and attractive technique to protect the Intel-

lectual Property (IP) of Deep Learning (DL) models. However, very few studies

explore the possibility of watermarking Deep Reinforcement Learning (DRL) mod-

els. Common approaches in the DL context embed backdoors into the protected

model and use special samples to verify the model ownership. These solutions are

easy to be detected, and can potentially affect the performance and behaviors of

the target model. Such limitations make existing solutions less applicable to safety-

and security-critical tasks and scenarios, where DRL has been widely used.

In this chapter1, we introduce a novel watermarking scheme for DRL protection.

Instead of using spatial watermarks as in DL models, we introduce temporal wa-

termarks, which can reduce the potential impact and damage to the target model,

while achieving ownership verification with high fidelity. Specifically, (1) we de-

sign a new damage metric to select sequential states for watermark generation; (2)

we introduce a new reward function to efficiently alter the model’s behaviors for

watermark embedding; (3) we propose to utilize a predefined probability density

function of actions over the watermark states as the verification evidence. Our

method is general and can be applied to various DRL tasks with either determinis-

tic or stochastic reinforcement learning algorithms. Extensive experimental results

show that it can effectively preserve the functionality of DRL models and exhibit

1The content of this chapter is published in [165].
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significant robustness against common model modifications, e.g., fine-tuning and

model compression.

6.1 Introduction

Deep Reinforcement Learning (DRL) has demonstrated its effectiveness in vari-

ous complex tasks, e.g., robotics control [8], competitive video games [166–168],

and autonomous driving [169]. Due to the excellent performance and robustness,

DRL is now in an accelerating process of commercialization. Since generating a

DRL policy requires a huge amount of computation resources as well as expertise,

a well-trained DRL model has become the core Intellectual Property (IP) of AI

applications and products. It is of paramount importance to protect such assets,

and prevent illegitimate plagiarism, unauthorized distribution and reproduction of

DRL models.

One common approach to IP protection is watermarking [32], which was origi-

nally introduced to identify the ownership of images, audios, videos, etc. Such

watermarks are designed to be robust and cannot be removed by common sig-

nal processing techniques. Motivated by this idea, several watermarking schemes

were proposed to protect the copyright of Deep Learning (DL) models [17, 33, 34].

These solutions carefully craft a set of unique sample-label pairs as watermarks.

They train a model to memorize the correlation between these samples and labels,

which will not be recognized by other models. For verification, the owner remotely

queries the suspicious model with these samples and uses the corresponding predic-

tions as the ownership evidence. These methods can preserve the performance of

the watermarked models on normal samples and ensure the watermarks cannot be

removed by common model transformations, e.g., fine-tuning, model compression,

etc.

Challenges arise when applying existing solutions to or designing new ones for

DRL models. First, although a DRL policy also adopts deep neural networks, it

performs learning and prediction in a sequential and stochastic control process. The

characteristics of the policy are reflected by sequences of behaviors, instead of single

input-output pairs at one time instant. The high stochasticity in DRL policies

can reduce the verification accuracy when using discrete watermark samples while
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ignoring the sequential features. Second, the predicted action at one moment can

affect the following states and actions, and even the entire process. One abnormal

state (e.g., adversarial perturbation [35] or backdoor triggers [36, 37]) can possibly

cause the agent to crash or fail. As a result, watermarking methods for conventional

DL models can bring unexpected consequences to DRL applications. Such severity

is amplified when the DRL model is used in safety- or security-critical scenarios.

Third, all existing watermarks are spatial, which can be detected or removed by

sophisticated attacks [170–172].

To our best knowledge, the only solution for DRL watermarking is [67], which

embeds a sequential pattern of out-of-distribution states and actions of an extra

environment into the target DRL policy. Such requirement is not easy to satisfy

under most scenarios. Besides, deploying the DRL model under a different envi-

ronment can be easily recognized by the adversary, who can then simply falsify

the prediction results to invalidate the verification process. More importantly, this

work only considers one deterministic DRL model (DQN). Its effectiveness for other

models, and robustness against model transformations remain unknown.

Motivated by these limitations, we propose a novel temporal-based watermark-

ing methodology for DRL policies. Different from [67], we adopt the sequences

of states and action probability distributions within the same environment as the

watermarks. This can increase the risk of model failure caused by the watermark

interference. We propose three techniques to overcome this issue. First, we intro-

duce damage-free states, from which the DRL system can still be safe and reliable

when there is a deviation of action probability. We design a new algorithm to

identify such states, and use them for the watermarks. Second, we design a new

reward function for both deterministic and stochastic reinforcement learning al-

gorithms, which can efficiently implant the desired watermark behaviors into the

model. Third, we propose to use statistic tests to verify the action probability

distributions of the damage-free watermark states. The watermarked model can

still be distinguished even it performs normally on the watermark states. Our

approach is more general-purpose than [67]. Comprehensive evaluations show it

can achieve very high verification accuracy and low error rate for both determinis-

tic and stochastic DRL contexts and tasks, and strong robustness against various

model transformations.
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6.2 Background

6.2.1 Reinforcement Learning

Reinforcement Learning (RL) is a type of machine learning technology that enables

an agent to interact with an environment and learn an optimal policy by maximiz-

ing the cumulative reward from the environment. A RL problem can be modeled as

a Markov Decision Process (MDP), represented as a tuple (S,A,P, r, γ), where

• S is a finite state space, which contains all the valid states in the environment;

• A is a finite action space, from which the agent chooses an action as the response

to the state it observes;

• P : S×A× S→ [0, 1] is the state transition probability. For two states s, s′ and

an action a, the output of P denotes the probability that s is transited to s′ by

taking action a;

• r(s, a) is the reward function that outputs the expected reward if the agent takes

action a at state s;

• γ ∈ [0, 1) is the discount factor that denotes how much the agent cares about

rewards in the distant future relative to those in the immediate future. A smaller

factor values places more emphasis on the immediate rewards.

A RL policy π : S× A→ [0, 1] describes the behaviors of an agent in an MDP. It

denotes the probability of an action a ∈ A the agent will take on a state s ∈ S.

Then the goal of a reinforcement learning is to identify a policy π∗ that maximizes

the expected cumulative rewards:

π∗ = arg max
π

T∑
t=t0

∑
at∈A(st)

γt−t0r(st, at)π(st, at) (6.1)

where T is the termination timestep. In practice, instead of observing π’s action

distribution probability on a certain state s, we usually only capture π’s optimal

action a, and thus the policy can be formulated as π(s) = a.
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6.2.2 Deep Reinforcement Learning

Despite RL has been studied for a long time and achieved tremendous success in

some tasks [173], traditional approaches to solve the RL problem lack scalability

and are inherently limited to relatively simple environments. Deep Reinforcement

Learning is then introduced, which adopts Deep Neural Networks (DNNs) to under-

stand and interpret complex environmental states, and make the optimal decisions.

Due to the great capabilities of neural networks in learning high-dimensional feature

representations and function approximation properties, DRL can achieve outstand-

ing performance in mastering human-level control policies in various tasks with

high-dimensional states [7, 174]. There are generally three common approaches to

solve reinforcement learning tasks.

Value-based Approach. The agent performs certain actions according to its

policy to maximize its reward. The optimal behaviors of the policy π are defined

by the Q-function which obeys the following Bellman equation,

Qπ(s, a) = E[r(s, a) + γmax
a′

Qπ(s′, a′)]. (6.2)

This equation shows the maximum return value Qπ(s, a) from state s and action

a is the sum of the immediate reward r and the return obtained following the

optimal policy until the end of the episode. When the agent interacts with the

environment and transits from state s to the next one s′, this approach estimates

the value of Qπ(s, a). Once we obtain all the values of each state-action pair, we

can select the optimal action a∗ with the highest Q value on the current state s

(i.e., a∗ = arg maxaQ
π(s, a)).

For most problems, however, it is impractical to represent the Q-function as a

table containing the values of all possible combinations of states and actions. Deep

Q-Network (DQN) was introduced to approximate the Q-value for each action.

This algorithm has been extensively used to play GO [175] and Atari games (at

superhuman level) [166]. However, DQN cannot be adopted in the tasks with

continuous action space since the algorithm requires to learn all the possible Q

values.

Policy-based Approach. This solution attempts to identify the optimal policy

directly other than estimating all the state-action values. Typical examples include
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REINFORCE [176] which regards an RL policy as a function πθ(s, a) = P(a|s, θ)
and optimizes it by applying the policy gradient technique. To extend this approach

to complex tasks, researchers modeled the policy πθ with DNNs such as Multilayers

Perceptron and Convolutional Neural Networks. The objective function of the

policy network is defined as the expectation of the total discounted rewards on all

the states of a trajectory in an episode,

J(θ) = E(st,at)~πθ
[
∞∑
t=0

γtrt], (6.3)

This approach has some limitations. Since the expected reward depends on all the

states within the episode, if the agent receives a high reward, it tends to conclude

all the actions taken on all the states were good, even if some of them were really

bad. Moreover, as the network can only be updated after one episode is completed

and the sample of one trajectory can be used for only once, data collection and

sample utilization are inefficient in this approach.

Actor-Critic Approach. This is an effective method to overcome the common

drawbacks of policy-based methods. It learns both a policy (actor) and a state value

function (critic) to reduce variance and accelerate learning. An actor is formed with

a policy network, similar as the policy-based approach, which performs action a on

the current state s. The critic is a Q-function represented by a network to estimate

how good the action a given by the actor at state s is. As specified in [177], the

model can be learned with two objective functions: a) the objective function of the

actor is the same as Equation 6.3; b) the advantage function Aπθ(s, a) of the critic

represents the extra reward the agent gets if it takes this action:

Aπθ(s, a) = Qπθ
(s, a)− (r + γmax

a′
Qπθ

(s′, a′)). (6.4)

Therefore, the actor-critic method combines the advantages of both policy-based

and value-based methods. The actor enjoys the benefits of computing continuous

actions without the need for optimization on a Q-function. The critic’s merit is

that it supplies the actor with low-variance knowledge of the performance. These

properties make the actor-critic methods an attractive reinforcement learning so-

lution. State-of-the-art algorithms include Proximal Policy Optimisation (PPO)



Chapter 6. Backdoor as a Watermark 115

[178], Actor-Critic with Experience Replay (ACER) [179] and Actor Critic using

Kronecker-Factored Trust Region (ACKTR) [180].

6.3 Problem Definition

6.3.1 System and Threat Models

As described in Section 6.2.1, a deterministic DRL policy chooses the action with

the maximum probability directly, while a stochastic policy samples an action from

A following P . Without loss of generality, we describe the watermarking scheme

for stochastic reinforcement learning policies. It can be applied to the deterministic

ones as well.

Figure 6.1 illustrates the overview of the framework for IP protection and ownership

verification of DRL policies. We follow the same system model as the conventional

DL watermarking scenario [17, 65]: we consider an unauthorized user (adversary)

which obtains an illegal copy of the target model M and attempts to use it for profit

without authorization. The adversary might use common model transformation

techniques (e.g., fine-tune, model compression) to slightly alter the model to make

it different from the original one. Such processing operations can also help the

transformed model adapt to the adversary’s own dataset or reduce the computation

complexity. The owner wants to verify and detect whether a suspicious model M ′

is a plagiarized one from M . However, the owner only has black-box accesses to

M ′, i.e., he can only observe the produced actions within a given environment. To

achieve this goal, he/she can embed watermarks into his DRL model, causing it to

have unique behaviors over certain environmental states. During the verification

phase, he/she can query the suspicious model M ′ with these states, and collect the

corresponding action sequences as the evidence of model plagiarism if they match

the watermarks.

6.3.2 Temporal Watermarking

Existing works focus on spatial watermarks, which can be invalidated by advanced

attacks [170–172]. Instead, we propose a temporal watermarking scheme, which is
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formally defined as below:

Definition 6.1. A temporal watermarking scheme is defined as a tuple of proba-

bilistic polynomial time algorithms (WMGen, Mark, Verify), where

• WMGen generates a dataset C, which consists of n sequences of state and the

corresponding APD pairs, with the length of L:

C ={TWi}n−1
i=0

TWi = [(si,0, Pi,0), (si,1, Pi,1), ..., (si,L−1, Pi,L−1)]

in which si,j is the j-th state of the i-th sequence; Pi,j is the corresponding APD

over A.

• Mark embeds the state sequences into a DRL model and outputs the water-

marked model M̂ such that for ∀ si,j, i ∈ [0, n), j ∈ [0, L), the APD of M̂ will

be changed from Pi,j to P̂i,j. It also produces the final dataset W of watermarks:

W ={T̂W i}n−1
i=0

T̂W i = [(si,0, P̂i,0), (si,1, P̂i,1), ..., (si,L−1, P̂i,L−1)]

• Verify starts a suspicious DRL model M ′ with the states {si,j}n−1,L−1
i,j=0 and

collects the state-APD sequences:

W′ ={TW ′
i}n−1

i=0

TW ′
i = [(si,0, P

′
i,0), (si,1, P

′
i,1), ..., (si,L−1, P

′
i,L−1)]

If the distance between W and W′ is smaller than a predefined value τ , Verify

outputs 1. Otherwise it outputs 0.

6.3.3 Watermarking Requirements

As we discussed in Section 6.1, a good watermarking scheme should have the

following properties.

Requirement 1. (Functionality-preserving) Let M be the well-trained model

without embedded watermarks. The watermarked model M̂ should exhibit the
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Owner

Unauthorized Users

State-action Sequences
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Fine-tune or
Compression

Verification

Figure 6.1: Watermarking framework for IP protection and ownership verifi-
cation of DRL models.

competitive performance compared with M . We define pM̂,S as the probability

that M̂ gets more cumulative rewards from the environment during an episode

than M on the normal state space S:

pM̂,S = Pr(
T−1∑
j=0

γjr(sj, M̂(sj)) ≥
T−1∑
j=0

γjr(sj,M(sj))− δ, s0 ∽ S) (6.5)

where T is the final time step of the current episode, δ is a small variance that

allows the rewards of M to exceed than that of M̂ . We expect pM̂,S to be close to

1 as much as possible.

Requirement 2. (State-preserving) Previous work [67] adopted out-of-distribution

state sequences in a totally different environment for watermarks. This can be eas-

ily recognized by the adversary who will then tamper with the verification results.

To make the verification stealthier, a good watermarking scheme should use the

watermark states sampled from the same state space S, i.e.,

∀ i ∈ [0, n), j ∈ [0, L), si,j ∈ S. (6.6)

Requirement 3. (Damage-free) The most common method is to embed backdoors

into the models as the watermark. The existence of backdoors can significantly

change the prediction results on the watermark samples, which can lead to severe

consequences in safety- and security-critical tasks, e.g., autonomous driving. So a

good watermarking scheme should be damage-free to the target model. Let pM̂,W

be the damage value of M̂ on W. Similar to PM̂,S, we define pM̂,W as the probability
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Figure 6.2: Embedding and verification phases of our temporal watermarking
methodology.

that M̂ obtains more cumulative rewards on the watermarks W, i.e.,

pM̂,W = Pr(
L−1∑
j=0

γjr(sj, M̂(sj)) ≥
L−1∑
j=0

γjr(sj,M(sj))− δ′, sj ∽ W). (6.7)

where δ′ is the parameter as in Eq. 6.5. M̂ is damage-free if PM̂,W is close to 1.

Requirement 4. (Robustness) Since the adversary may modify the watermarked

model with common model transformations, we expect that the embedded water-

marks should be robust and cannot be removed after those changes. Formally, let

dM̂,M ′ be the distance of APDs between the watermarked model M̂ and transformed

model M ′ over the watermark states:

dM̂,M ′ =
1

n

n−1∑
i=0

L−1∑
j=0

distance(P̂i,j, P
′
i,j), (6.8)

where P̂i,j and P ′
i,j are the APDs of M̂ and M ′ on the watermark state si,j. If M̂

is robust against model transformations, the value of dM̂,M ′ should be smaller than

a predefined threshold.
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6.4 Methodology

In this section, we describe our novel temporal watermarking methodology for DRL

policies. Our solution consists of three new algorithms, with the workflow illus-

trated in Figure 6.2. During the embedding phase, the model owner calls WMGen

to generate a dataset of watermark candidates C. Then he/she uses Mark to train

a watermarked model and obtain the final watermark sequences W. During the

verification phase, he/she queries a suspicious model with the states of each wa-

termark sequence, and extracts the runtime results W′. By comparing W′ and W
using Verify, the owner can verify if the suspicious model is the watermarked one.

Our method can satisfy all the requirements in listed Section 6.3.3 without the need

of extra environments. This is achieved with three innovations. In WMGen, we

search the damage-free states to generate safe watermark candidates with minimal

interference on the DRL policy. In Mark, we introduce new reward functions

that enable the policy to memorize the watermarks during training. In Verify, we

adopt statistic tests to compare the probability distributions of state-APD pairs

to identify the existence of watermarks. Below we present the details of each

algorithm.

6.4.1 Watermark Generation

As the first step, we need to carefully design watermarks to satisfy the requirements

of state-preserving and damage-free. We introduce a new concept of damage-free

state to achieve these goals:

Definition 6.2. (Damage-free State) Let s ∈ S, P be a state and the corresponding

APD. P defines a∗ ∈ A, which is the action with the highest probability. σ is the

variance of P : σ = Var(P ). s is (ϵ, ψ) damage-free if σ is smaller than ϵ and the

DRL agent can achieve a minimum score of ψ at the end of an episode when it

executes an arbitrary action a ∈ A/a∗.

Informally, s is damage-free if the agent can choose any legal actions at state s

to complete the task perfectly. In contrast, a large APD variance means that the

agent tends to choose a certain action a∗ with strong will at state s, indicating that
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s is critical for the task and may cause crash if other actions are selected instead.

With damage-free states, we define the watermark candidate as follow.

Definition 6.3. (Watermark Candidate) Given a clean DRL model M , a wa-

termark candidate is a unique temporal sequence of damage-free states and the

corresponding APDs predicted by M :

TW = [(s0, P0), (s1, P1), ..., (sL−1, PL−1)]

The watermark candidate can guarantee that the changes of APD on damage-

free states have negligible impact on the agent’s behaviors, but still observable for

ownership verification.

We empirically search for the watermark candidates in a brute-force way, as illus-

trated in Algorithm 6.

The goal of WMGen is to identify a dataset of watermark candidates from the

target DRL model M to be watermarked2. The model owner takes the following

steps to generate qualified watermark candidates. (1) If the number of watermark

candidates is smaller than n, he/she randomly samples a normal state s ∈ S.

Originating from s, he/she analyzes the behaviors of the model M , and obtains

the APD P and the action a∗ with the highest probability (Line 6). (2) He/she

checks whether s is damage-free. In particular, he/she traverses all the actions in

A/a∗ and obtains the minimal reward score from env. If this score is larger than a

given threshold ψ and the variance of P is smaller than ϵ, then s is damage-free and

(s, P ) will be added to the watermark candidate sequence TW . Otherwise, he/she

needs to roll back and start from a new initial state (Line 2). With the above

procedure, the owner is able to get a dataset C that contains multiple watermark

candidate sequences.

6.4.2 Watermark Embedding

Given the identified set C of watermark candidates, the next goal is to embed them

into the target DRL model M . We design a novel algorithm, Mark, to achieve

2We consider the case that the model owner has a clean model and wants to implant water-
marks to it. If the model owner wants to train a watermarked model from scratch, he/she can
first train a clean model and then follow our algorithms.
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Algorithm 6: WMGen: Generating (ϵ, ψ) damage-free temporal watermark
candidates.
Input: Clean DRL model M , environment env, candidate number n, length L

1 C← ∅;
2 while |C| < n do
3 TW ← ∅;
4 Randomly sample s ∈ S and env.reset(s);
5 while current episode is not finished do
6 P ← M .action prob(s) and a∗ ← maxa(P ) ;
7 if |TW | < L then
8 score← the minimal score of the episodes that traverse all

a ∈ A/a∗ ;
9 if score > ψ and Var(P ) ¡ ϵ then

10 TW .add((s, P ) ) ;

11 else
12 goto Line 2;

13 a← sample an action following P ;
14 s← env.step(a);

15 C.add(TW ) ;

16 return C

this goal with functionality-preserving and high robustness. The key insight of our

algorithm is to encourage the model to predict different actions (or at least with

different APDs) on the damage-free states in these watermark candidates. This

can be used for both deterministic and stochastic DRL policies.

Let s, P be a damage-free state and the corresponding APD in TW ∈ C, and a∗ be

the action the agent will select with the highest probability. We aim to fine-tune

the model M to learn a different APD P̂ by encouraging it to select a different

action â randomly sampled from A/a∗. To this end, we introduce a novel reward

function that adds an incentive reward on the original one over the damage-free

states. Formally, let r(s, a) be the original reward function. For a damage-free

state s ∈ TW , our new reward function re(s, a) returns the sum of the original

reward with an additional incentive reward η:

re(s, a) =

r(s, a) + η, s ∈ TW and a = â

r(s, a), others.
(6.9)

We choose common loss functions L(s) to fine-tune the model, where the reward
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Algorithm 7: Mark: Embedding watermarks into the DRL model M .

Input: Environment env, watermark candidates C, length T , reward
threshold R

1 Initialize the DRL model M and the training buffer B← ∅ ;
2 for s, P ∈ C do
3 â← sample a random action in A/a∗;
4 r̂ ← re(s, â);
5 B.add(s, â, r̂)

6 for each seed ∈ S do
7 while current episode is not finished do
8 a← sample an action following P ;
9 s, r ← env.step(a);

10 if s /∈ C then
11 B.add(s, a, r);

12 θM ← θM − lr∇
∑
L(s) ;

13 if eval(M) ≥ R then

14 M̂ ←M ;
15 goto Line 6 ;

16 for each TW ∈ C do
17 s← the first damage-free state of TW ;

18 T̂W ← ∅;
19 while |T̂W | ≤ T do

20 P̂ ← M̂ .action prob(s) ;

21 T̂W .add((s, P̂ )) ;
22 s← env.step(maxa(P )) ;

23 W.add(T̂W ) ;

24 return M̂ , W

function is replaced with our new one. For stochastic DRL policies (e.g., REIN-

FORCE [176]), we use the following loss function to train the model:

L(s) = cross entropy loss(M(s), a)G(s) (6.10)

G(s) = re(s, a) + γG(s′) (6.11)

where G(s) is the accumulative reward with a discount factor γ of all the rewards

from previous episodes, and s′ is the next state.

For deterministic policies (e.g., DQN [166]) which simply output the most-likely

actions instead of statistically sampling actions based on the APD, we adopt the
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loss function with the temporal difference (TD) error [181]:

L(s, a) =
(
re(s, a) + γmax

a′
Q(s′, a′)−Q(s, a)

)2

. (6.12)

where Q(s, a) is the value function to estimate the goodness of a on s, and s′, a′

are the next state and the corresponding action.

The model owner can optimize the parameters of M with this new loss function

and the damage-free states using the stochastic gradient descent technique:

θt+1 = θt − lr∇
T−1∑
j=0

L(sj) (6.13)

where θt is the parameters of M at the t-th iteration, and lr is the learning rate.

The optimization process ends when the reward M achieved on a validation dataset

is larger than a given threshold R.

After the fine-tuning process, the behaviors of the target model on the damage-free

states will be altered, and the new APDs will be different from the original ones in

the watermark candidates C. To identify the final watermarks, the model owner

queries the fine-tuned model M̂ from the initial damage-free states in C, and record

the new state-APD sequences. For each initial state, he/she collects the subsequent

states and the corresponding action probability distributions. Finally he/she can

obtain a temporal sequence T̂W = [(s0, P̂0), (s1, P̂1), ..., sL−1, P̂L−1)] that forms a

unique watermark for this new model.

Algorithm 7 illustrates the details of embedding watermarks into a DRL model via

fine-tuning. The owner first initializes the DRL model M and empties a training

buffer B (Line 1). For each damage-free state s ∈ C, he/she randomly samples an

action different from the most-likely one a∗ and replaces the original reward r(s, a)

with the new reward re(s, â) (Lines 2 - 5). Then he/she adds the new training

samples into B. During the optimization process, the owner collects samples from

B, computes the loss with Equation 6.10 or 6.12 and updates M with the stochastic

gradient descent technique (Lines 7 - 15). After the watermarked model M̂ is

obtained, the owner runs it from the same initial damage-free states in TW , and

collects the altered APDs. The pairs of states and new APDs are added to the

final watermark sequence T̂W (Lines 16 - 23).
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Algorithm 8: Verify: extracting the embedded watermarks from a suspicious
DRL model M ′.
Input: Watermark dataset W, distance threshold τ

1 for each T̂W ∈W do

2 for each of (si, P̂i)
L−1
i=0 ∈ T̂W do

3 Run the agent on si and calculate the APD P ′
i ;

4 dsi ←
∑

a p̂i,a log
p̂i,a
p′i,a

;

5 dT̂W ,TW ′ ←
∑L

i=0 dsi ;

6 dM̂,M ′ ← 1
|n|

∑
T̂W∈W dT̂W ,TW ′ ;

7 if dM̂,M ′ ≤ τ then

8 IsWatermarked = True ;
9 else

10 IsWatermarked = False ;
11 return IsWatermarked

6.4.3 Ownership Verification

The owner extracts the watermarks by running the agent on the watermark states,

observing the subsequent state-APD pairs and checking whether the behaviors

match the temporal watermark T̂W . Algorithm 8 describes this process. Due

to the stochastic property of a DRL agent, for each watermark state in T̂W ,

the action can vary following the corresponding APD. To obtain the statisti-

cal characteristics of the agent on a watermark state s, the owner can run the

agent over s for multiple times, collect the predicted actions and calculate their

probability distribution. Thus, the owner is able to get the temporal sequence

TW ′ = [(s0, P
′
0), ..., (sL−1, P

′
L−1)].

The owner calculates the distance between T̂W and TW ′ for similarity comparison.

Since the states are the same, the owner only needs to compare the distance of

APDs between the two sequences. We adopt Kullback–Leibler (KL) divergence

[182] to estimate such distance of two distributions P̂i and P ′
i , as shown below:

dsi =
∑
a

p̂i,a log
p̂i,a
p′i,a

, (6.14)

where p̂i,a, p
′
i,a are the probability of the action a following the distributions P̂i, P

′
i ,

respectively.
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We define the distance dT̂W ,TW ′ between T̂W and TW ′ as the cumulative distance

of all the action probabilities (i.e., dT̂W ,TW ′ =
∑L−1

i=0 dsi). Thus, the distance dM̂,M ′

of the watermarked model M̂ and the candidate model M ′ can be defined as the

average distance of all watermarks in W, i.e.,

dM̂,M ′ =
1

n

∑
T̂W∈W

dT̂W ,TW ′ =
1

n

∑
T̂W∈W

L−1∑
i=0

dsi . (6.15)

The owner can verify the existence of watermarks by comparing dM̂,M ′ with a

distance threshold τ .

6.5 Evaluation

We evaluate the requirements satisfactory of our method. It is general for various

types of DRL algorithms and tasks. Without loss of generality, we consider the

following two systems.

Stochastic policy. We implement a REINFORCE [176] DRL algorithm to solve

the Cart-Pole task [183]. It consists of two layers with 128 neurons. We apply

dropout on the first layer with a rate of 0.6. We also adopt the Relu activation

function on the first layer, and the softmax function on the last layer.

Deterministic policy We choose DQN [166] as a representative of deterministic

algorithms to solve the LunarLander task [183]. We apply the double DQN network

structure and both the policy network and target network have two layers of 32

neurons.

6.5.1 Effectiveness of Watermark Generation and Embed-

ding

Cart-Pole. To generate a watermark candidate, we randomly search damage-free

states from S. For each state, we enquiry the APD from a clean model and identify

the action a∗ which has the highest action probability. Then we select an action â

different from a∗. Since the Cart-Pole environment has a very small action space,

i.e., 2 actions, if we always select the opposite action on all the incoming L states,



126 6.5. Evaluation

Table 6.1: Verification results of the embedded watermarks

Metric
Cart-Pole LunarLander

Train Fine-tune Train Fine-tune
Accuracy 96.7% 95% 100% 100%
Error rate 4.2% 5.8% 1.6% 2.5%

the system will be fragile and we can never obtain a sequence consisting of all

damage-free states. Therefore, we perturb the actions on alternative states with a

fixed interval to mitigate the impact on the tasks with small action spaces. More

preciously, we choose to change the action on every two states in the Cart-Pole

environment and collect the damage-free states as our watermark candidates. We

fix the threshold of variance ψ at 0.15 and set the episode performance threshold

ϵ to 195 following OpenAI Gym [183].

To embed watermarks into the target model, we need to add an incentive reward

(10 in our experiments) over the damage-free states from C and update the network

parameters based on the corresponding loss values. Since the network is trained

over multiple episodes initialized from random seeds, to ensure the damage-free

states can be included during the optimization of network parameters, we initialize

the environment with a seed that contains damage-free states every 10 episodes.

We add the incentive reward to every two states in the episodes. We complete the

training process when the performance reaches the origin task reward threshold ϵ,

and collect the watermark sequence with a length of 6 from the new model.

LunarLander. We use the deterministic DQN algorithm to solve this task. There-

fore, the action probability on a state is either 1 (the selected one) or 0 (others). We

first find a set of watermark candidates consisting of damage-free states following

the same process in Cart-Pole.

For each watermark candidate, we modify the reward of the damage-free states

towards an non-optimal action and add the training sample to the training buffer.

Different from training stochastic models in Cart-Pole, DQN applies a experience

replay mechanic to sample the training data randomly. To guarantee the training

samples with our revised rewards can be learned well by the network, we adopt

the prioritized experience replay [184] to sample the training data which have large

loss with higher probability. We initialize the experience buffer with a size of 10000

and start to train the DQN model with normal process.
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6.5.2 Verification Results

We evaluate whether the generated watermarks can be observed to identify models

in this section. We use two metrics to quantify the effectiveness of the embed-

ded watermark in a DRL model: the verification accuracy denotes the ratio of

watermarked models that can be correctly detected; the error rate denotes the

percentage of unprotected models that are misclassified as the watermarked one.

For the Cart-Pole case, we produce 20 watermarked models and 120 clean models

for classification. The clean model set consists of 20 original REINFORCE models

before watermarking, 20 new REINFORCE models, 40 PPO models and 40 A2C

models. PPO and A2C models are trained with the default network structure based

on the benchmark of OpenAI baseline [185]. To increase the diversity of the model

set, we vary the hyperparameters (e.g., learning rates, training steps) to generate

those 80 clean models. For the LundarLander, we produce 20 watermarked models

and 80 clean models for classification. All the clean models are based on DQN

with varied hyperparameters from the benchmark of OpenAI baseline [185].

During verification, we send the first watermark state to each model and collect

10000 actions to analyze the APD. If the model cannot reach the next watermark

state, we stop this process and treat this model as a non-watermarked one, as

its APD is very different from the expected one. Otherwise, we compute the KL

divergence of the collected APD and the watermark APD. We repeat the above

process and compute the average distance until we reach the end of the watermark

sequence. We set the average distance threshold τ to 0.5.

Table 6.1 shows the verification results for these two tasks. We consider two embed-

ding modes: (1) Train is to train a watermarked model from scratch; (2) Fine-tune

means to embed watermarks to a well-trained model via fine-tuning. From this

figure, we observe that our method can achieve very high accuracy for both envi-

ronments (96.7% for Cart-Pole and 100% for LunarLander). Meanwhile, the error

rates can be kept to very small values. This confirms the effectiveness of our ap-

proach. It is interesting to note that the verification performance of Cart-Pole is

slightly worse than Lunarlander. The reason is that the stochastic models act ran-

domly following the APD, and we can only analyze an approximate distribution

during the verification under the black-box access setting. Therefore, there may

exist measurement errors to decrease the accuracy.
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(a) Train to Embed on Cart-Pole (b) Train to Embed on LunarLander

Figure 6.3: The episode rewards during the progress of training clean and
watermarked models.

(a) Fine-tune to embed on Cart-Pole (b) Impact of fine-tuning on Cart-Pole

Figure 6.4: The episode rewards during the progress of fine-tuning watermark
embedding and transformation.

6.5.3 Functionality-preserving

Another requirement for the watermark scheme is functionality-preserving, where

the added watermarks should not affect the performance and behaviors of the

model on normal states. To quantify this requirement, we compare the original

clean model and the watermarked model from the perspectives of the learning

progress, the average and variance of episode scores.

We profile the training progress of 20 clean models and 20 watermarked models.

Figure 6.3 shows the range of episode rewards when training with and without

watermarks for both stochastic and deterministic models. The progress of training
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Table 6.2: Functionality-preserving results of the watermarked models

Score
Cart-Pole LunarLander

Train Fine-tune Train Fine-tune
Threshold 195 195 200 200
Average 197.6 196.2 201.6 200.8
Variance 4.59 9.26 14.50 18.42

a watermarked model is slightly slower than training a clean model. The variance

is also kept within an acceptable range considering the high stochasticity of DRL

algorithms. For the fine-tuning embedding mode, the stochastic models have less

stable behaviors than the deterministic ones, as they need to randomly collect

the training experience with the actions sampled following the APD. As shown in

Figure 6.4a, the fine-tune progress of Cart-Pole has large variance but it can still

acquire the knowledge to solve the task and memorize the watermarks.

Table 6.2 shows the average and variance of episode scores for watermarked mod-

els under two embedding modes. For each watermarked model, we measure its

performance over 100 episodes initialized with random seeds. From this table, we

observe the average episode score can meet the threshold (reported in the Threshold

row) for solving each task. The small variance also indicates that the watermarked

models are very stable with embedded watermarks.

6.5.4 Robustness

The adversary may try to transform a stolen model in order to either adapt to

his datasets and scenario, or maliciously hide the evidence of plagiarism. So the

watermarks should not be removed by those transformations. There are mainly

two types of model transformations: fine-tuning and model compression [186, 187].

We demonstrate that our watermarks can resist against these two operations. This

is not considered in prior work [67].

Fine-tuning is a common method to apply a well-trained model to a similar task

with less effort. In our experiments, we fine-tune the watermarked model with the

same implementation and hyperparameters. For the LunarLander case, we fine-

tune the watermarked model with 100 episodes (around 10% of episodes for training

a new model from scratch). For the Cart-Pole case, we fine-tune the model with 50

episodes. The reason that we select a smaller number of episodes is based on the
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observation that extensive fine-tuning can hurt the performance of the stochastic

models as the new training experiences are sampled following the APD. This is

validated by Figure 6.4b, which shows the reward range with different numbers of

fine-tuning episodes. To preserve the model’s functionality, it is reasonable for the

adversary to choose 50 episodes.

Model compression is another popular solution to reduce the model size and com-

plexity. There are various ways to compress the model. We apply model quan-

tization [188] to reduce the precision of parameters in the target model. In our

experiments, we train DRL models with 32-bit floating point tensors, and then

compress the parameters to 16-bit floating point tensors.

Table 6.3 shows the robustness results against these two transformations. We ob-

serve that fine-tuning transformation is slightly worse than compression, especially

for the stochastic case (Cart-Pole). However, the watermarked models under all

these settings can still maintain high verification accuracy to be detected.

6.6 Discussion

Extensibility to various environments. Different from conventional DNNs,

watermarking DRL models is more dependent on the environments and tasks. As

such, designing a uniform scheme for all DRL tasks is very difficult. Our work

made the first attempt to address this challenge, and evaluations indicate our

solution is useful for common DRL tasks. In some applications (e.g., POMDP

[189]), full information about states and actions is not easy to acquire. To adapt

to this case, we can just select the observable states and actions as watermarks,

while abandoning the hidden ones. We can also use more watermark sequences to

increase the fidelity. As future work, we will evaluate our solution for more DRL

applications.

Selection of hyperparameters. There are several hyperparameters in our ap-

proach that can affect the performance of the watermark embedding and veri-

fication. Since different tasks have distinct features, the model owner needs to

empirically test his models to identify the optimal thresholds. He/she can system-

atically set the thresholds following the method as we did: 1) set the variance ϵ

inversely proportional to the action space size; 2) set the incentive reward η as 5-20
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Table 6.3: Robustness results of the watermarked models against different
transformations

Transformation
Cart-Pole LunarLander

Train Fine-tune Train Fine-tune
Baseline 96.7% 95% 100% 100%

Fine-tune 95% 83% 96.7% 93.3%
Compression 91.5% 89.2% 98.3% 95.8%

times of the original one; 3) set the average distance τ to be inversely proportional

to the incentive reward. Following these basic rules, we can find the “sweet-spots”

for a specific task by tuning these hyperparameters properly.

More watermark removal attacks. In this work we evaluate the robustness of

our watermarking scheme against fine-tuning and model quantization. There are

other common model transformation techniques for neural networks, e.g., model

distillation, model pruning, etc. Model distillation requires large training data

and huge computational resources, which is not a practical solution for watermark

removal attacks. Model pruning and model quantization with larger compression

ratios (e.g., reducing to 8 bit or binary weights) can lead to an unacceptable perfor-

mance penalty to the model. These can discourage the adversary from performing

such model transformations. In our future work, we plan to study more efficient

and sophisticated attacks to remove DRL watermarks.

6.7 Summary

In this chapter, we explore how to protect the intellectual property, and prevent

copyright infringements of DRL models. We formally define the watermarking

problem and requirements for DRL. We propose a novel temporal watermarking

scheme that can be applied to both deterministic and stochastic DRL policies.

Instead of using spatial triggers or perturbations, or out-of-distribution states in

different environments as watermark states, we design damage-free states, and

utilize statistic tests of action probability distribution to verify the ownership of

the target model with only black-box accesses. This strategy can effectively make

the watermarked models uniquely distinguishable, while preserving their behaviors

and performance for normal usage. Extensive experimental results reveal that our

watermarking scheme can satisfy the functionality-preserving, state-preserving, and
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damage-free requirements under different environments and system settings. Our

watermarks are also robust to common model modification techniques such as fine-

tuning and compression.
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Conclusion and Future Work

In this chapter, we summarize the key contributions of the thesis and outline po-

tential directions for future research, reflecting on both the challenges and oppor-

tunities in the backdoor attacks as well as intellectual property protection of deep

learning models.

7.1 Conclusion

In this thesis, we explored critical aspects of security and intellectual property

protection in deep learning, focusing on the vulnerabilities introduced by backdoor

attacks and the application of these techniques for beneficial purposes such as model

ownership verification. The research primarily addressed three key areas: task-

agnostic backdoor attacks on pre-trained NLP models, novel clean-input backdoor

attack methods, and temporal watermarking for deep reinforcement learning (DRL)

models.

Our work on task-agnostic backdoor attacks demonstrated the significant risks

associated with using pre-trained NLP models, which serve as foundational models

for various downstream applications. We showed that these models could inherit

vulnerabilities from backdoors implanted during the pre-training phase, posing a

critical security threat.

133
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We also developed new clean-image backdoor attack methods that leverage label-

only poisoning, addressing a practical scenario where input data remains unmod-

ifiable. This research highlighted the potential for compromising models through

malicious annotations, even in environments where traditional input-based attacks

are not feasible.

We further introduced the clean-input backdoor methodology, a universal approach

designed to attack various supervised learning tasks and modalities by leverag-

ing hidden features within the data. This methodology allows for the embedding

of backdoors without modifying the input data of various deep learning models,

demonstrating a versatile and effective method for executing attacks even under

stringent conditions.

Additionally, we introduced a novel temporal watermarking scheme for DRL mod-

els. This method uses sequences of states and action probability distributions as

watermarks, ensuring robust verification of model ownership while minimizing the

risk of performance degradation. Our approach provides a significant advancement

in protecting the intellectual property of complex AI systems.

Overall, this thesis contributes to the understanding and mitigation of security

threats in deep learning and proposes innovative solutions for safeguarding model

integrity and intellectual property. These findings underscore the importance of

continued research in developing secure and reliable AI systems.

7.2 Future Work

This thesis has contributed significantly to understanding backdoor attacks and

their applications in deep learning. However, the rapidly evolving landscape of deep

learning presents numerous opportunities for future research. Below, we outline key

directions to advance this field.
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7.2.1 Developing Advanced Backdoor Triggers and Attack

Methods

Future research could focus on designing advanced backdoor triggers or novel at-

tack methods to address the limitations of existing approaches, such as the use

of multiple triggers. While multiple triggers can enhance attack flexibility, they

may also increase the risk of detection by both human reviewers and automated

defenses like ONION.

To overcome these challenges, future work should aim to:

• Design Subtle and Robust Triggers: Develop triggers that blend seam-

lessly into natural text while remaining effective across diverse downstream

tasks. For example, using semantically meaningful yet imperceptible phrases

can reduce the risk of detection. Moreover, that attacker can investigate

adaptive trigger mechanisms that adjust based on model behavior or task

context, improving stealth and robustness. Besides, for pixel-based attacks,

such as adversarial and backdoor attacks, a significant challenge lies in bridg-

ing the gap between simulated and real-world scenarios (sim-to-real). This

gap often leads to a decrease in attack performance when the model is de-

ployed in real-world environments. Future work could focus on designing

triggers that are not only effective in simulated settings but also robust under

real-world conditions. For example, we can develop triggers that are resistant

to variations in lighting, perspective, and other environmental factors that

commonly occur in real-world settings.

• Bypass Advanced Defenses: Analyze and counter defenses such as ONION

by designing distributed or contextually embedded triggers that are harder

to detect. Besides, an important area for future research involves improving

the subtlety of poisoned annotations in label-only backdoor attacks. While

our current approach demonstrates effectiveness with a very small poisoning

rate, ensuring that poisoned annotations remain indistinguishable from nat-

ural noise in large-scale datasets collected in the wild is critical. For example,

we can use generative techniques to create poisoned labels that mimic the

natural distribution of labels, reducing the likelihood of detection by victim

users or automated systems.
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• Incorporate Advanced Fine-Tuning Techniques: Explore the integra-

tion of backdoors into models fine-tuned using advanced techniques like LoRA

(Low-Rank Adaptation) [190]. LoRA provides an efficient means of adapting

large pre-trained models by modifying a small subset of parameters. Future

work could investigate methods to embed backdoors within these trainable

low-rank matrices, leveraging LoRA’s parameter efficiency to create back-

doors that are harder to detect and robust against overwriting during task-

specific fine-tuning.

These efforts can pave the way for backdoor attacks that are more resilient and

harder to detect, while highlighting the evolving interplay between attack method-

ologies and defense mechanisms.

7.2.2 Advanced Defense Mechanisms for Backdoor Attacks

The sophistication of backdoor attacks necessitates innovative and adaptive defense

mechanisms:

Dynamic Backdoor Detection: Future work can focus on designing adaptive

frameworks that leverage real-time anomaly detection during training and inference

phases. Lightweight detection algorithms for resource-constrained environments,

such as mobile devices and edge computing setups, are particularly critical.

Layer-wise Defense Mechanisms: Investigate defenses at various neural net-

work layers, especially the deeper layers that focus on semantic understanding, as

these may be more vulnerable to backdoor behaviors.

Attention-based Defense Mechanisms: Attention mechanisms, in particular,

provide an opportunity to detect and mitigate backdoor attacks by analyzing at-

tention patterns. For instance, models often attend disproportionately to trigger

tokens in backdoored inputs, which can serve as an indicator of malicious behav-

ior. Therefore, the defender can develop methods to analyze attention distributions

during inference to identify and isolate potential triggers.

Rephrasing-based Defense Mechanisms: Future work could explore the use

of language models to rephrase input text as a means of neutralizing backdoor trig-

gers. By rephrasing inputs while preserving their semantic meaning, this approach
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may disrupt the specific patterns or tokens that activate backdoor behaviors. This

defense mechanism is particularly appealing due to its simplicity and potential

applicability across diverse NLP tasks.

Explainability-driven Defenses: Integrate explainable AI (XAI) tools to trace

decisions back to specific model activations or parameters. Methods like attention

maps and saliency techniques can help identify and mitigate backdoor-induced

biases.

7.2.3 Generalizing Label-Only Poisoning Techniques

Label-only poisoning attacks can be extended to new modalities and contexts:

Multi-modal Systems: Study the extension of label-only poisoning to multi-

modal systems combining text, vision, and audio data.

Transfer Learning Fine-tuning: Investigate how label-only poisoning affects

fine-tuning of large pre-trained models, exploring how poisoned representations

propagate.

Adversarial Defenses: Develop robust optimization techniques to defend against

label-only poisoning while maintaining performance on clean data.

7.2.4 Temporal Watermarking for Distributed AI Systems

The proposed temporal watermarking for reinforcement learning models can be

extended to distributed systems:

Federated Learning Adaptation: Explore the use of temporal watermarking

in federated learning, ensuring watermarks persist despite distributed training and

aggregation processes.

Cross-Domain Generalization: Investigate applications of temporal water-

marking in domains such as computer vision and NLP by leveraging task-specific

sequential characteristics.

Robustness Improvements: Enhance the resilience of watermarks against ad-

vanced attacks, such as adversarial re-training and model compression.
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7.2.5 Comprehensive Evaluation Frameworks

Future work should establish standardized evaluation frameworks for backdoor

research:

Benchmark Datasets: Curate standardized datasets representing diverse attack

scenarios for fair evaluation of attacks and defenses.

Evaluation Metrics: Develop comprehensive metrics to assess the effectiveness,

stealth, and ethical implications of backdoor techniques.

These future directions provide a detailed roadmap for advancing research in back-

door attacks, defenses, and applications, ensuring the development of secure, ethi-

cal, and innovative AI systems.
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