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Abstract—In Federated Learning (FL), clients share gradients
with a central server while keeping their data local. However,
malicious servers could deliberately manipulate the models to
reconstruct clients’ data from shared gradients, posing significant
privacy risks. Although such Active Gradient Leakage Attacks
(AGLAs) have been widely studied, they suffer from two severe
limitations: (i) coverage: no existing AGLAs can reconstruct all
samples in a batch from the shared gradients; (ii) stealthiness:
no existing AGLAs can evade principled checks of clients. In this
paper, we address these limitations with two core contributions.
First, we introduce a new theoretical analysis approach, which
uniformly models AGLAs as backdoor poisoning. This analysis
approach reveals that the core principle of AGLAs is to bias the
gradient space to prioritize the reconstruction of a small subset
of samples while sacrificing the majority, which theoretically
explains the above limitations of existing AGLAs. Second, we
propose Enhanced Gradient Global Vulnerability (EGGV), the
first AGLA that achieves complete attack coverage while evading
client-side detection. In particular, EGGV employs a gradient
projector and a jointly optimized discriminator to assess gradient
vulnerability, steering the gradient space toward the point most
prone to data leakage. Extensive experiments show that EGGV
achieves complete attack coverage and surpasses state-of-the-art
(SOTA) with at least a 43% increase in reconstruction quality
(PSNR) and a 45% improvement in stealthiness (D-SNR).

Index Terms—Federated learning, gradient leakage attack,
model poisoning, and malicious attack.

I. INTRODUCTION

Federated Learning (FL) [1] has emerged as a promising
framework for privacy-preserving distributed learning, allowing
multiple clients to jointly train a global model without sharing
raw data. In each communication round, the server distributes
the model to clients, who compute gradients on their private
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Fig. 1. Illustration of the core principles and reconstruction outcomes of
Fishing [14], SEER [15], and EGGV (Ours). Each cylinder denotes the gradient
space of a batch, where each inner circle represents the features of each sample
contained in the average gradient, with a larger radius indicating more features
contained in the averaged gradient for that sample. Existing AGLAs amplify a
few samples while suppressing others, leading to partial recovery. In contrast,
EGGV (Ours) uniformly enhances the feature of all samples in the gradient,
enabling full-batch reconstruction.

data and return them to the server for aggregation. However,
a growing body of research has revealed that these shared
gradients can be exploited by adversaries to reconstruct private
clients’ data, an attack known as Gradient Leakage Attacks
(GLAs) [2]. GLAs severely compromise the core privacy
promise of FL and are broadly categorized into two types
[3]: Passive Gradient Leakage Attacks (PGLAs) [4]–[6], and
Active Gradient Leakage Attacks (AGLAs) [3], [7]–[9].

In PGLAs, attackers reconstruct client data from the gradients
shared in the FL system, without manipulating the model
structure, model parameters, and the FL protocol. Zhu et al.
[2] first demonstrate the possibility of reconstructing data by
optimizing randomly initialized pixel data to produce gradients
that match the observed ones. Subsequent methods such as
iDLG [10], IG [11], and STG [12] improve the reconstruction
results by adding image priors as an optimization objective.
However, the effectiveness of these attacks heavily depends on
the initialization of model parameters. The model parameters
in an unfavorable position produce the gradients lacking data
features, rendering these attacks ineffective [13]. For instance,
when model parameters are initialized to zero, the gradients
will also be zero and thus contain no data feature, thereby
preventing any successful reconstruction by existing GLAs.
Our experimental results in Table III and Figure 4 demonstrate
that, for the first time, even previously considered effective
PGLAs fail to reconstruct the data when improper initialization
methods are used by the server.

In contrast, in AGLAs, attackers achieve data reconstruction
by modifying the model structure and parameters. Some
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AGLAs [3], [7]–[9] achieve direct and accurate reconstruction
by inserting a fully connected layer at the beginning of the
model and modifying the parameters of this layer. However,
such structural modifications are easily detected. Other AGLAs
[14], [15] improve PGLAs by reducing the effective samples
used for gradient computation. However, this reduction also
limits the improved reconstruction of PGLAs to only a few
samples or even just a single sample, as shown in Figure 1.
Moreover, recent work [15] reveals that all prior AGLAs are
detectable by detection metric. In summary, existing AGLAs
exhibit several limitations in attack coverage and stealthiness.

This paper addresses the above critical challenges with
two major contributions. First, we propose a new theoretical
approach to rethinking and analyzing AGLAs. The core of
our approach is the introduction of a parameter λ, which can
quantify the relative contribution of each sample within a batch
to the activation of neurons in each class. It discloses that
the fundamental principle of existing AGLAs is to prioritize
the reconstruction of a small subset of samples with specific
properties, while sacrificing the majority of other samples. Such
properties are analogous to triggers in backdoor attacks. This
principle explains the critical limitations of existing AGLAs,
underscoring the pressing need for an advanced attack with a
fundamentally different principle.

Second, based on the above theoretical analysis, we propose
Enhanced Gradient Global Vulnerability (EGGV), a novel
AGLA that ensures complete attack coverage and evades client-
side detection. Different from existing attacks, EGGV equally
enhances the gradient vulnerability of all samples in a batch,
as illustrated in Figure 1. Its key insights include: (i) treating
gradients as a latent space of data, with the forward and
backward propagation of the model as an encoding process;
(ii) introducing a discriminator jointly trained with the model
to assess the gradient vulnerability of the model. Importantly,
EGGV opens up a new research path thoroughly different from
the existing AGLAs.

Our contributions are summarized as:
• We introduce a backdoor-theoretic perspective to frame

the fundamental principles of AGLAs and identify two
critical limitations in their principles: incomplete attack
coverage and poor stealthiness.

• We propose a novel GLA EGGV that extends AGLAs to
achieve both complete coverage and enhanced stealthiness.
We further provide theoretical guarantees for the existence
of optimal poisoned parameters for gradient leakage and
the stealthiness of the proposed attack.

• Extensive experiments show that the proposed EGGV
significantly surpasses SOTA methods, achieving at least a
43% improvement in reconstruction quality (measured by
PSNR) and a 45% enhancement in stealthiness (measured
by D-SNR) with a complete attack coverage.

Paper Organization. The remainder of this paper is
organized as follows. Section II reviews related works on
GLAs. Section III provides the necessary background, including
the FL framework, the threat model, and motivation for
this work. In Section IV, we present a backdoor-theoretic
analysis of AGLAs to reveal the fundamental limitations in
their principles. Section V introduces the proposed attack,

detailing its formulation, optimization approach, and theoretical
guarantees. Experimental results are presented in Section VI.
Finally, Section VII draw a conclusion.

II. RELATED WORK

In this section, we provide an overview of prior GLAs.

A. Passive Gradient Leakage Attacks (PGLAs)

Most PGLAs are carried out through gradient matching. The
DLG attack [2] is the first to optimize dummy inputs and
corresponding dummy labels by matching their gradients to
the observed gradients. Its optimization objective is:

x′∗, y′∗ = argmin
x′,y′

∥∥∥∥∂ℓ(F (x′, θ), y′)

∂θ
−∇θ

∥∥∥∥2 , (1)

DLG works well on small models, such as LeNet-5 [16]. Later,
iDLG [10] further improves DLG by inferring data labels from
the gradients, but this method is limited to batches with unique
labels. Subsequent works, such as LLG [17], extend iDLG
to handle larger batch sizes, while other methods [18], [19],
such as instance-wise reconstruction [18], successfully recover
ground-truth labels in large batches even with duplicate labels.
IG [11] further introduces Total Variation and a Regularization
term to the optimization objective. The study [12] leverages
the mean and variance from batch normalization layers as
priors to enhance GLAs. Instead of optimizing dummy inputs
directly, GI [20] optimizes the generator and its input latent to
generate dummy images whose gradients match the observed
gradients. GGL [21] simplifies this by focusing solely on the
latent space of pre-trained BigGAN for gradient matching.
More recently, GGDM [22] uses captured gradients to guide
a diffusion model for reconstruction. However, despite these
advancements, PGLAs fail under improper model parameter
initializations that yield gradients containing minimal data
features. Our experiments in Table III and Figure 4, for the
first time, question the practical effectiveness of these attacks
under popular model initializations. This exposes a critical
limitation in real-world scenarios.

B. Active Gradient Leakage Attacks (AGLAs)

Based on the manipulation strategies, most AGLAs can be
classified into two categories: structure-modified AGLAs and
gradient-biased AGLAs.

Structure-modified AGLAs. This type of attack mainly
enhances PGLAs by assuming a dishonest server that ma-
nipulates the model structure [3], [7]–[9]. Some studies [3],
[9] insert an FC layer at the beginning of the model, while
another work [8] inserts a convolutional layer and two FC
layers. These inserted layers are referred to as “trap weights”,
which are maliciously modified so that the neurons inside are
activated only by samples with specific properties, enabling
the reconstruction of the sample with the strongest property.
However, their explicit modifications to the model structure
are inherently detectable, rendering them impractical in real-
world scenarios. Therefore, this work focuses on another type
of AGLAs [14], [15], [23] which poisons model parameters
instead of modifying the model structure.
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Gradient-biased AGLAs. Gradient-biased AGLAs [14],
[15], [23], [24] poison model parameters to skew the gradient
space, ensuring that selected samples dominate the batch-
averaged gradients while suppressing others. For instance, the
attack [23] zeros out most of the convolutional layers, ensuring
that only one sample’s features reach the classification layer,
activating the relevant neurons. The method [14] assigns many
0s and 1s to the last FC layer to make the averaged gradient
close to the gradient of a single sample, thereby enhancing the
reconstruction of PGLAs on a single sample. The method [24]
distributes inconsistent models to clients, forcing non-target
users’ ReLU layers [25] to output zero gradients, thereby
retaining only the target user’s gradients, which can then be
exploited to leak the targeted private data. Recent work [15]
observes that all these AGLAs bias the averaged gradient
toward the gradients of a small subset of data within a batch
while suppressing the gradients of other samples. Exploiting
this bias in the biased gradients, research [15] introduces a
D-SNR detection metric to check poisoned model parameters,
which is calculated as below:

D − SNR(θ) = max
W∈θlw

maxi∈{1,...,B}

∥∥∥∂ℓ(F (xi),yi)
∂W

∥∥∥∑B
i=1

∥∥∥∂ℓ(F (xi),yi)
∂W

∥∥∥−maxi∈{1,...,B}

∥∥∥∂ℓ(F (xi),yi)
∂W

∥∥∥ ,
(2)

where θlw denotes the set of weights of all dense and
convolutional layers. D-SNR claims that all prior AGLAs are
detectable by principled checks.

III. BACKGROUND

This section provides the necessary background for under-
standing our work. We first present an overview of the FL
paradigm. We then describe the adversarial assumptions and
capabilities underlying our threat model. We also discuss the
motivation behind our proposed attack. For clarity, the main
notations used in this paper are summarized in Table I.

A. Federated Learning

Federated Learning (FL) is a decentralized learning frame-
work that enables multiple clients to collaboratively train
a global model without exchanging their raw data, thereby
preserving data privacy [1], [26]–[28]. In each communi-
cation round t, a central server selects a subset of clients
C = {c1, c2, . . . , cn} and distributes the current global model
F (θt) to them. Each client ci performs local training on its
private data Di by minimizing the empirical loss ℓ(F (θt), Di)
and computes the corresponding gradient:

gti = ∇θtℓ(F (θt), Di). (3)

Clients then upload their gradients {gti}ni=1 to the server. The
server aggregates the gradients (e.g., via weighted averaging)
and updates the global model as follows:

θt+1 = θt − η

n∑
i=1

wi · gti , where wi =
|Di|∑
j |Dj |

, (4)

where η denotes the learning rate. This process is repeated
iteratively until model convergence. Although FL avoids direct
access to raw data, recent studies have shown that the shared

TABLE I
MAJOR NOTATIONS USED IN THIS PAPER.

Notation Description

x Data batch input into the model
xi i-th sample in a batch x
y, yi Ground-truth label for x or xi

ŷ Model prediction, i.e., ŷ = F (x, θ)
F (·) Neural network model
θ Model parameters
W , Wk Weight matrix and its k-th column in an FC layer
η Learning rate
D(·) Gradient-to-inputs decoder network
ℓ(·, ·) Loss function (e.g., cross-entropy)
∇θℓ Gradient of the loss with respect to θ
R(·) Gradient leakage reconstruction function
x′ Reconstructed inputs from gradients
B Batch size
C The number of classification classes
k Class index
θ∗ Optimized model parameters maximizing gradient leakage
ϕ Parameters of the decoder D
λk
i Contribution weight of xi to class-k neuron gradient

Λ Weight matrix formed by λk
i over i and k

x̄(k) Weighted average input reconstructed via class-k gradient
b, bk Bias vector and its k-th element
Π(·) Gradient projection operator
g̃ Projected gradient vector
ρ Projection ratio of gradient dimensionality
L(θ, ϕ) EGGV training loss for model and decoder
D / Da Client dataset / Auxiliary dataset available to attacker

gradients can still reveal client data. This vulnerability has
led to a line of research on GLAs, which aim to reconstruct
private data from gradients. Our work builds upon this threat
by exploring more general and stealthy attack mechanisms.

B. Threat Model

Our threat model operates within an FL framework where
the server is dishonest and curious. It attempts to infer private
client data by poisoning the global model parameters before
distribution. However, the server is constrained from modifying
the model structure, as structural changes (e.g., inserting layers)
are easily detected by clients via structure verification, integrity
checks, or test queries. Following the setting in many prior
works [5], [6], [15], we assume the malicious client can
take some publicly available datasets as the auxiliary dataset,
which can be easily obtained from open repositories such as
Hugging Face [29], Kaggle [30], or OpenML [31]. This is a
realistic assumption, as adversaries can readily download such
datasets in practical scenarios. Moreover, we experimentally
demonstrate that the effectiveness of our attack is not sensitive
to the distribution gap between the auxiliary and target datasets,
further supporting the rationality of this setting.

C. Motivation

While PGLAs have been extensively studied and shown to
be effective in controlled experimental settings, their success
is highly sensitive to the model’s parameter initialization. Our
empirical observations reveal that models initialized using
commonly adopted schemes such as Random, Xavier [32],
and He [33] may fail to embed enough data features into
the gradients, rendering even SOTA PGLAs incapable of
reconstructing the original samples. This strong dependence
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on the model parameters fundamentally limits PGLAs to a
passive role—attackers lack control over the feature distribution
in the gradient space, leading to unpredictable and unreliable
performance in real-world deployments.

AGLAs have attempted to overcome these limitations by
modifying the model structure or injecting targeted biases into
the parameter space. However, such approaches often amplify
the gradient of only a subset of samples in the batch while
suppressing others, resulting in low attack coverage. Moreover,
these manipulations typically introduce detectable anomalies in
the gradients or model behavior, thereby increasing the risk of
being discovered by defensive mechanisms on the client side.
This indicates that existing AGLAs are inherently incapable
of simultaneously ensuring attack stealth and integrity, due to
their fundamental principles.

Inspired by these observations, we propose a novel attack
to enhance the overall data leakage capacity of the gradient.
We note that if we can actively guide the model to learn a
“balanced encoding” gradient space during training, ensuring
that all samples have similar feature expression strengths in the
gradient (i.e., enhancing the leakage potential of each sample),
this would not only guarantee the reconstruction of all samples
but also maintain the naturalness of the gradient distribution,
thus reduce the risk of detection.

IV. BACKDOOR-THEORETICAL ANALYSIS

In this section, we introduce a new approach to analyze
GLAs. It offers a deep insight into the relationship between
model parameters and gradient bias, and explains why existing
AGLAs cannot recover all samples in a batch and are detectable.

For a simple neural network that is only comprised of fully
connected layers F (x) = xW +b, where x ∈ RB×m is a batch
of data, W ∈ Rm×n is the weight parameters. b ∈ R1×n is
the bias, with B being the batch size and n being the number
of classification categories. When data x is fed into the model,
the outputs are represented by ŷ = xW + b. As seen in prior
work [9], the gradients of the weights and biases of the FC
layer can be directly used to reconstruct a weighted average
of the input data:

x̄(k) =
∇Wkℓ(F (x, θ), y)

∇bkℓ(F (x, θ), y)
=

B∑
i=1

λk
i · xi, (5)

where k ∈ [1, n] is the class index, ∇Wkℓ(F (x, θ), y) (abbre-
viated as ∇W k) denotes the gradient of the kth column of the
weight matrix W , and ∇bkℓ(F (x, θ), y) (abbreviated as ∇bk)
represents the gradient of the kth element of the bias b. λ is
defined as below.

Theorem 1. Let F (x) = xW + b be the classification model
with one FC layer, where x is the input data, W is the weight
matrix, and b is the bias vector, and the corresponding model
outputs are ŷ = F (x). Suppose ℓ(ŷ, y) is the loss function
between the model outputs ŷ and the ground-truth labels y.
For any class index k ∈ {1, 2, ..., C} and sample index i ∈
{1, 2, ..., B}, the coefficient λ holds that:

λk
i =

∂ℓ(ŷk
i ,yi)

∂ŷk
i∑B

j=1

∂ℓ(ŷk
j ,yj)

∂ŷk
j

, and

B∑
i=1

λk
i = 1, (6)

𝜽𝑬𝑮𝑮𝑽

𝜽𝑹𝒂𝒏𝒅𝒐𝒎

𝒈𝑬𝑮𝑮𝑽
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𝒈𝑨𝑮𝑳𝑨𝒔

Fig. 2. Fundamental principle comparison between EGGV and gradient-biased
AGLAs.

where ∂ℓ(ŷki , yi)/∂ŷ
k
i denotes the partial derivative of the loss

function with respect to the outputs ŷki .

Proof. Consider a batch of B samples {(xi, yi)}Bi=1, where
x ∈ RB×Channel×Height×Width represents the input data and yi are
the corresponding ground-truth labels. The model outputs for
each sample within a batch are given by: ŷi = xiW + b ∈ RC ,
where C denotes the number of classification classes. The total
loss over the batch is 1

B

∑B
i=1 ℓ(ŷi, yi). Next, we derive the

gradients of weights and biases for the kth class and express
the ratio ∇Wk

∇bk
in terms of λk

i and xi. The gradient of the
weight matrix W with respect to the loss for class index k is
given by the average of the gradients over all samples:

∇W k =
1

B

B∑
i=1

∇W k
i . (7)

According to the chain rule, we can further obtain:

∇W k =
1

B

B∑
i=1

∇W k
i =

1

B

B∑
i=1

∂l(ŷki , yi)

∂ŷki
· ∂ŷki
∂W k

i

=
1

B

B∑
i=1

∂l(ŷki , yi)

∂ŷki
· xi.

(8)

Similarly, the gradient of the bias corresponding to the kth

category index can be derived as:

∇bk =
1

B

B∑
i=1

∇bki =
1

B

B∑
i=1

∂l(ŷki , yi)

∂ŷki
· ∂ŷ

k
i

∂bk

=
1

B

B∑
i=1

∂l(ŷki , yi)

∂ŷki
· 1 =

1

B

B∑
i=1

∂l(ŷki , yi)

∂ŷki
.

(9)

Therefore, ∇W k/∇bk can be derived as:

∇W k

∇bk
=

1
B

∑B
i=1

∂l(ŷk
i ,yi)

∂ŷk
i

· xi

1
B

∑B
i=1

∂l(ŷk
i ,yi)

∂ŷk
i

=

∑B
i=1

∂l(ŷk
i ,yi)

∂ŷk
i

· xi∑B
i=1

∂l(ŷk
i ,yi)

∂ŷk
i

=

∂l(ŷk
1 ,y1)

∂ŷk
1
· x1∑B

i=1
∂l(ŷk

i ,yi)

∂ŷk
i

+

∂l(ŷk
2 ,y2)

∂ŷk
2
· x2∑B

i=1
∂l(ŷk

i ,yi)

∂ŷk
i

+ · · ·+
∂l(ŷk

B ,yB)

∂ŷk
B

· xB∑B
i=1

∂l(ŷk
i ,yi)

∂ŷk
i

=
B∑
i=1

∂l(ŷk
i ,yi)

∂ŷk
i∑B

j=1

∂l(ŷk
j ,yj)

∂ŷk
j

· xi.

(10)
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This expression can be rewritten as:

∇W k

∇bk
=

B∑
i=1

∂l(ŷk
i ,yi)

∂ŷk
i∑B

j=1

∂l(ŷk
j ,yj)

∂ŷk
j

· xi =

B∑
i=1

λk
i · xi. (11)

Therefore, λk
i =

∂ℓ(ŷk
i ,yi)

∂ŷk
i

/
∑B

j=1

∂ℓ(ŷk
j ,yj)

∂ŷk
j

, and
∑B

i=1 λ
k
i = 1.

Taking a binary classification network with an inputs of 4
samples as an example, the weighted average sample obtained
by the gradient of the weights and biases of the two categories
can be expressed as:[

∇W 1

∇b1
∇W 2

∇b2

]
=

[
x̄(1)

x̄(2)

]
=

[
λ1
1 λ1

2 λ1
3 λ1

4

λ2
1 λ2

2 λ2
3 λ2

4

]
x1

x2

x3

x4

 = ΛX.

(12)
Equation (12) shows weighted average data resolved by gradient
of the weights and biases w.r.t a given class, which is actually
a weighted summation of the features of the input layer. λ is
exactly the weight factor to quantify the bias in the neurons’
gradient space toward specific samples within a batch.

λ is crucial for the gradient-biased AGLAs, as it controls
the weighted feature proportions computed from gradients. It is
the first technical measure to quantify the relative contribution
of each sample in the batch to the activation of each class of
neurons in the model. Interestingly, we find the AGLAs are
very analogous to poisoning-based backdoor attacks. In the
later, the attacker poisons the model training process to an
expected state to manipulate the model outputs and eventually
control the distribution of λ. Therefore, we call this approach
the backdoor-theoretical perspective.

The core mechanism of manipulating λ inherently results
in several challenges: (1) samples without gradient space bias
cannot be reconstructed; (2) reconstruction becomes impossible
when two samples with the required properties coexist; and
(3) the presence of anomalous gradients in the gradient space
makes the attack detectable. This explains the fundamental
limitations of existing AGLAs.

This is the first theoretical analysis for AGLAs, which sys-
tematically reveals the underlying mechanism behind gradient
bias via the backdoor-theoretical lens. It not only bridges a
critical gap in the current literature but also provides principled
insights into why existing AGLAs are inherently incomplete
in reconstruction and detectable due to gradient anomalies.

V. ENHANCED GRADIENT GLOBAL VULNERABILITY

The above-mentioned challenges suggest that instead of
controlling λ to achieve reconstruction, we should focus on
increasing the concentration of input features and enhancing
feature representation at the source rather than compressing
the features of some samples to amplify others. Following this
inspiration, we introduce EGGV, a new attack that poisons the
model parameters θ to equally enhance the leakage potential of
all samples in a batch, thus ensuring a comprehensive attack and
evading detection. Figure 2 provides an intuitive comparison
between EGGV and existing gradient-biased AGLAs. While

existing attacks achieve reconstruction by suppressing the
features of non-target samples to amplify those of specific
ones in the gradient, EGGV instead uniformly enhances the
encoded features of each sample in the gradient, following an
entirely different principle.

Algorithm 1 Poisoning and Reconstruction of EGGV
1: Input: Auxiliary dataset Da, global model F (θ), accept-

able error τ
2: Output: Reconstructed data x′

3: Main Process:
4: F (θ∗)← PoisonModel(Da, F (θ), N )
5: ∇θ∗ ← CollectClientGradients(F (θ∗))
6: x′ ← ReconstructData(∇θ∗)
7: return x′

8: function POISONMODEL(Da, F (θ), N )
9: Initialize θ0 randomly

10: t← 0
11: while L(θt, ϕt) > τ do
12: for each (xj , yj) ∈ Da do
13: gt = Π

(
∂ℓ(F (xj ,θt),yj)

∂θt

)
14: L(θt, ϕt)← ∥xj −D (gt, ϕt)∥22
15: Update θt, ϕt using gradient descent:
16: θt+1 ← θt − α1∇θtL(θt, ϕt)
17: ϕt+1 ← ϕt − α2∇ϕtL(θt, ϕt)
18: t← t+ 1
19: end for
20: end while
21: return F (θ∗) with updated θ
22: end function
23: function COLLECTCLIENTGRADIENTS(F (θ∗))
24: Client i receives the global model F (θ∗)
25: Client i calculates the gradient∇θ∗ℓ(F (x, θ∗), y) using

its data (x, y)
26: return ∇θ∗ℓ(F (x, θ∗), y)
27: end function
28: function RECONSTRUCTDATA(∇θ∗)
29: Select any prior PGLA methods R(·)
30: Reconstruct client data x′ through R(∇θ∗)
31: return reconstructed data x′

32: end function

A. Attack Overview

The proposed EGGV is comprised of three main steps.
Algorithm 1 shows the detailed process. Figure 3 provides
a visual overview of EGGV.

Step I: The malicious server poisons the global model
before its distribution (Step ① in Figure 3, PoisonModel
in Algorithm 1). In this stage, the server iteratively optimizes
the global model and discriminator locally with the objective
function L(θ, ϕ) using an auxiliary dataset, enriching the
gradients with encoded features.

Step II: The server distributes the poisoned model to
clients (Step ② in Figure 3, CollectClientGradients in
Algorithm 1). Each client, following the FL protocol, feeds its
own training data into the poisoned model to generate gradients
that are then uploaded back to the server.
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Fig. 3. Overview of the proposed EGGV, consisting of three steps: ① poison the model parameters to make its gradient space vulnerable; ② distribute poisoned
model and gather vulnerable gradients; ③ implement existing GLAs on these gradients.

Step III: The server uses these uploaded gradients to perform
data reconstruction using any existing PGLAs (Step ③ in Figure
3, ReconstructData in Algorithm 1).

B. Problem Formulation

The objective of the malicious server is to minimize the
difference between the reconstructed data and the original data.
Formally, we have the following objective:

θ∗ = argmin
θ
∥x− x′∥p, (13)

where x represents one data batch from the auxiliary dataset
D, x′ denotes the reconstructed data obtained by the attacker
using the gradient leakage method R(·), and p denotes the
norm order used to measure the reconstruction error. The
gradients are computed on the client side during local training.
Specifically, the client inputs local training data x into the
model, yielding the outputs ŷ = F (x, θ), and then calculates the
gradient ∂ℓ(F (x,θ),y)

∂θ . The optimization objective can therefore
be expanded as follows:

θ∗ = argmin
θ

Ex∼D

[∥∥∥∥x−R

(
∂ℓ(F (x, θ), y)

∂θ

)∥∥∥∥
p

]
(14)

The server aims to optimize the model parameters θ such
that, for any given reconstruction target x, the gradient
leakage method R(·) can produce a reconstruction that closely
approximates the original inputs x.

C. Detailed Solution

As shown in Equation (14), the results of a gradient
leakage attack are largely determined by the model parameters.
Consequently, there exists an optimal set of model parameters,
denoted by θ∗, whose gradients are particularly prone to leaking
model inputs. In other words, gradient leakage attacks can
reconstruct data more effectively from gradients produced by
θ∗ than from those of other parameter sets. Our goal is to
poison the model parameters θ toward this optimal set, thereby
making the resulting model more vulnerable to gradient leakage.
Achieving this requires repeatedly evaluating the gradient

vulnerability of the target model during poisoning training
and utilizing it as the poisoning objective.

However, directly using the full gradient to evaluate its
vulnerability to guide model poisoning is computationally
expensive due to its high dimensionality and the heterogeneity
of dimensionality across layers. To enable efficient and stable
evaluation during the poisoning process, we first introduce
a projector Π(·) that reduces gradient dimensionality while
preserving the essential information of the original gradient.
The projector samples gradient entries at fixed positions within
each layer, flattens them into vectors, and concatenates these
vectors across all layers. Formally,

Π(g) = (g1[p1], ..., gL[pL], ρ)
T , (15)

where p1, . . ., pL represent pre-specified sets of gradient
positions of the 1st to the Lth layer, and ρ represents the
ratio of the number of parameters of the projected gradient to
that of the original gradient. In subsequent iterative poisoning
of the model, gradients are sampled at these fixed positions,
which ensures the stability and consistency of model poisoning.
A natural question arises: which effective positions should be
chosen? The fixed positions are determined prior to poisoning
by assigning a unique index to each model parameter and
randomly selecting a subset of indices corresponding to a
fraction ρ of the total. This random selection enhances diversity
and representativeness and allows the projected gradient to
preserve the statistical characteristics of the whole gradient.

By applying the projector Π(·), we map the high-dimensional
gradient space into a lower-dimensional vector space as follows:

g̃ = Π

(
∂ℓ(F (x, θ), y)

∂θ

)
. (16)

Next, we design a reliable mechanism to evaluate gradient
vulnerability for the model and take it as a poisoning objective
to steer model optimization toward producing more leakage-
prone gradients. Traditional approaches, such as Equation (14),
assess this vulnerability by performing a full end-to-end recon-
struction attack and taking the reconstruction error between the
reconstructed data and original data as a metric. While accurate,
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this method has a high computational cost, as end-to-end recon-
struction requires iterative optimization of dummy data for each
update of θ. Additionally, iterative reconstruction introduces a
nested optimization structure, making it challenging to compute
the second-order derivative of the loss.

To overcome these limitations, we design the discriminator
as a lightweight decoder that directly evaluates the potential
for gradient leakage without end-to-end reconstruction. This
design is motivated by prior findings that the risk of gradient
leakage increases with the amount of input features embedded
in the gradient. From an information-encoding perspective,
the forward and backward propagation of the model serve as
an encoding process, mapping the input data into gradient
representations. The decoder serves as the inverse of the
gradient representations into the original data. The closer the
outputs decoded from the gradient are to the original inputs,
the more features from the input data are embedded in the
gradient and the greater its leakage potential, thereby providing
a direct and efficient means of assessing gradient leakage risk.

With the discriminator established, its reconstruction error is
directly used to guide model poisoning. The attacker poisons
the model θ and optimize decoder ϕ by minimizing:

L(θ, ϕ) =

∣∣∣∣x−D(
Π

(
∂ℓ(F (x, θ), y)

∂θ

)
, ϕ

)∣∣∣∣2
2

, (17)

where D(·) denotes the discriminator and ϕ denotes its
parameters. As the poisoning objective does not bias toward
any specific sample but uniformly enhances the features of each
sample embedded in the batch-averaged gradient, our method
can reconstruct the entire batch, thereby ensuring complete
attack coverage and strong stealthiness.

D. Optimal Model for the Gradient Leakage

We prove a global minimum exists for the proposed loss
function, where the corresponding model parameters maximize
the vulnerability of gradient space to data leakage.

Assumption 1. The global model F (θ) is continuous, and the
parameter space Θ of θ is a non-empty compact set.

Assumption 2. The loss function ℓ(·, ·) for the client training is
continuously differentiable with respect to the model parameters
θ, allowing for gradient computation with respect to θ.

Assumption 3. The decoder D is a linear function of the form
D(g̃) = W · g̃ + b and is continuous. The parameter space Φ
of ϕ is a non-empty compact set.

Theorem 2. Under the above assumptions, there exists pa-
rameters θ∗ ∈ Θ, ϕ∗ ∈ Φ such that the loss function L(θ, ϕ)
defined in Equation (17) attains its global minimum:

θ∗, ϕ∗ = arg min
θ∈Θ,ϕ∈Φ

L(θ, ϕ). (18)

At θ = θ∗, ϕ = ϕ∗, the gradient ∇θℓ(F (x, θ), y) encodes
the maximum amount of feature from the input data x, making
the gradient space most susceptible to leakage.

Proof. Continuity of L(θ, ϕ). From Assumption (2), since
ℓ(·, ·) is continuously differentiable with respect to θ, the

gradient ∇θℓ(F (x, θ), y) is continuous with respect to θ.
The projector Π is a fixed-position sparse sampling linear
operator, so the composite function Π(∇θl(F (x, θ), y)) is
also continuous with respect to θ. By Assumption 3, the
decoder D is continuous. Therefore, the composite function
D(Π(∇θl(F (x, θ), y))) is continuous with respect to θ and ϕ.
The squared Euclidean norm ∥ · ∥22 is a continuous. Hence, the
loss function L(θ, ϕ) is continuous with respect to θ and ϕ.

Existence of global minimum. From Assumption (1) and
Assumption (3), the parameter space Θ and Φ is a non-empty
compact set. By the Weierstrass Extreme Value Theorem [34],
[35], any continuous function on a compact set attains its
maximum and minimum values. Therefore, there exists θ∗ ∈ Θ
and ϕ∗ ∈ Φ such that θ∗, ϕ∗ = argminθ∈Θ,ϕ∈Φ L(θ, ϕ).

Maximum vulnerability of the gradient space. At θ = θ∗

and ϕ = ϕ∗, the loss function L(θ, ϕ) attains its global
minimum, which indicates that the reconstruction error is
minimized. This indicates that the encoding and decoding
processes of the gradient have reached an optimal state. If a
better decoder or gradient construction existed, it would further
reduce L(θ, ϕ), contradicting the minimality of L(θ∗, ϕ∗).
Therefore, at θ = θ∗ and ϕ = ϕ∗, the risk of data leakage from
the gradient space to the input data x is maximized. This means
the gradient ∇θℓ(F (x, θ∗), y) contains the most features of x,
rendering the gradient space most vulnerable.

E. Theoretical Guarantee of Stealthiness

In the previous subsection, we established the existence of
optimal poisoned parameters (θ∗, ϕ∗) minimizing the poisoning
loss in Equation (17). Here we theoretically demonstrate
that gradients derived from θ∗ exhibit strong stealthiness,
undermining detection methods such as D-SNR [15].

Stealthiness can be quantified by the variance of gradient
norms within a batch. Let gi be the gradient norm of the i-th
sample using optimal parameters θ∗:

gi =

∥∥∥∥∂ℓ(F (xi; θ
∗), yi)

∂θ∗

∥∥∥∥
2

. (19)

We define stealthiness as minimizing the variance of gi:

Var(gi) =
1

B

B∑
i=1

(gi − µg)
2, with µg =

1

B

B∑
i=1

gi. (20)

Theorem 3 (Gradient uniformity and stealthiness). Under
Assumptions 1–3, the optimal poisoned parameters (θ∗, ϕ∗)
ensure that the gradient variance is bounded by a small
constant ϵ, leading to bounded D-SNR indistinguishable from
naturally trained gradients:

Var(gi) ≤ ϵ, D − SNR(θ∗) ≤ γ · ϵ, (21)

where γ > 0 is a constant dependent on the batch size and
model structure.

Proof. At the optimal (θ∗, ϕ∗), the reconstruction loss (Equa-
tion (17)) attains its minimum, ensuring uniform reconstruction
errors across the batch:

∥xi − x′
i∥2 ≤ δ, ∀i, (22)
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TABLE II
COMPARISON OF RECONSTRUCTION PERFORMANCE AMONG FISHING [14],
SEER [15], AND EGGV (OURS) ON CIFAR100 WITH A BATCH SIZE OF 8.

Min PSNR ↑ Pruned Average
PSNR ↑

Max PSNR ↑

Fishing [14] 0.00000 0.00000 12.92526
SEER [15] 0.00000 0.00000 15.97548
EGGV (Ours) 20.37788 21.59001 22.86605

for a small constant δ. Given the Lipschitz continuity [34] of
decoder D with constant LD, we have:

∥Π(∇θ∗ℓ(F (xi, θ
∗), yi))−Π(∇θ∗ℓ(F (xj , θ

∗), yj))∥2 ≤ 2L−1
D δ.

(23)
Since the projector Π preserves norm differences up to a

constant factor MΠ, we derive:

|gi − gj | ≤ 2MΠL
−1
D δ, ∀i, j. (24)

Thus, gradient variance satisfies:

Var(gi) ≤ 4(MΠL
−1
D )2δ2 := ϵ. (25)

As D-SNR monotonically decreases with gradient vari-
ance [15], we conclude:

D − SNR(θ∗) ≤ γ · ϵ, (26)

establishing that gradients from θ∗ remain indistinguishable
from naturally trained models, ensuring stealthiness.

VI. EXPERIMENTAL EVALUATION

In this section, we present a series of experiments to evaluate
the effectiveness of the proposed method. The experiment
results show that EGGV significantly outperforms the SOTA
AGLAs in reconstruction quality and stealthiness.

A. Setup

We use ResNet18 [36] as the default global model for FL.
The CIFAR10, CIFAR100 [37], and TinyImageNet [38] datasets
are employed as training data for clients. The three classic
evaluation metrics for reconstruction quality, namely PSNR
[39], SSIM [40], and LPIPS [41], are used to assess attack
quality. We use the detection metric D-SNR [15] to evaluate the
stealthiness of model modifications. The default projection ratio
is set to 0.4%, with a linear layer as the default discriminator.
We compare our method with the closely related SOTA methods,
Fishing [14] and SEER [15], with the maximal brightness as the

selected property, which is reported to provide the best attack
performance for SEER. As our method is the first to poison
model parameters for enhanced data leakage across entire
batches, we also evaluate its performance against popular naive
model initialization methods, including Random, Xavier [32],
and He [33]. In our implementation, Xavier initialization uses
a uniform distribution to balance variance across layers, while
He initialization adapts weights for leaky ReLU activations to
ensure smoother gradient flow during training.

CIFAR100, Original batch

Random         PSNR↑:11.35611, SSIM↑: 0.23579, LPIPS↓:0.59181

Xavier           PSNR↑:11.71228, SSIM↑: 0.22481, LPIPS↓:0.56214

He                 PSNR↑:13.18238, SSIM↑: 0.14465, LPIPS↓:0.69191

Fishing          PSNR↑:9.24417, SSIM↑: 0.05861, LPIPS↓:0.69556

SEER            PSNR↑:16.24217, SSIM↑: 0.51741, LPIPS↓:0.48158

EGGV(Ours)   PSNR↑:25.85762, SSIM↑: 0.84127, LPIPS↓:0.10873

Fig. 4. Visual reconstruction of IG on the model with Random initialization,
Xavier initialization, He initialization, Fishing poisoning [14], SEER poisoning
[15], and EGGV poisoning.

B. Main Results

Comparison between EGGV and SOTA AGLAs. Firstly,
we compare the performance of the proposed EGGV with two
SOTA AGLAs, Fishing [14], and SEER [15], on CIFAR100
with a batch size of 8. Table II reports the minimum PSNR,
pruned average PSNR, and maximum PSNR over 100 batches,
where a PSNR of 0 indicates no reconstruction. EGGV achieves
significantly higher PSNR, consistently reconstructing all
samples per batch with minimal variation, while SOTA methods
reconstruct only one sample per batch. The visual comparison

TABLE III
PERFORMANCE COMPARISON OF THE PROPOSED EGGV AGAINST BASELINE MODEL INITIALIZATIONS RANDOM, XAVIER, AND HE ON CIFAR10,

CIFAR100, AND TINYIMAGENET DATASETS.

Method Interation
CIFAR10 CIFAR100 TinyImageNet

PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Random+iDLG

200

15.86852 0.595493 0.289589 16.996 0.537246 0.344143 14.04722 0.222929 0.575494
Xavier [32]+iDLG 20.77170 0.78643 0.24686 19.85292 0.73102 0.26831 12.18539 0.23047 0.58592

He [33]+iDLG -1.15507 -0.00052 0.72385 -1.94603 -0.00166 0.75271 -1.05347 -0.00043 0.80013
EGGV (Ours)+iDLG 29.70104 0.86494 0.10815 28.44256 0.89706 0.09068 19.94374 0.62674 0.22103

Random+IG

1000

19.16213 0.62193 0.30759 19.34636 0.63830 0.31395 15.47002 0.25633 0.52080
Xavier [32]+IG 24.47016 0.86330 0.14445 23.16149 0.80442 0.17232 13.06239 0.21848 0.57367

He [33]+IG 13.30730 0.10187 0.62424 10.97889 0.09065 0.66285 12.70339 0.20885 0.72560
EGGV (Ours)+IG 31.96512 0.91660 0.07358 31.55152 0.92673 0.06176 28.62325 0.91401 0.07571
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Fig. 5. Bar chart of D-SNR value of gradients generated by models with
three naive initialization methods (Random, Xavier, He) and three poisoning
methods (Fishing, SEER, EGGV) on 100 same batches. Lower values indicate
greater stealthiness. EGGV achieves a highly stealthy, closely approaching
D-SNR of standard initialization methods.

in Figure 4 demonstrates the superiority of the proposed EGGV
method. Specifically, EGGV successfully reconstructs every
sample in the batch with a high similarity to the originals. In
contrast, SOTA methods (Fishing and SEER) reconstruct only a
single image, and the similarity between these reconstructions
and the originals is significantly lower than that of EGGV.

Remark 1. Our method applies not only to model initializa-
tion but to any round in FL. Unlike prior work [14], [23]
producing suspicious parameters (e.g., zeros or ones), our
poisoned parameters exhibit natural distributions. Moreover,
since each training round aggregates updates from multiple
clients, individual clients remain unaware of the aggregated
parameter state, enabling our attack to stealthily poison model
parameters at any training round.

Comparison between EGGV and popular model initializa-
tion methods in enhancing PGLAs. Considering that EGGV
is the first AGLA to reconstruct all samples in the batch, we
compare its performance with three naive model initialization
methods. We implement the iDLG [10] and IG [11] on models
that proposed EGGV poisons, naively initialized by Random,
Xavier, and He. As shown in Table III, the EGGV significantly
outperforms Random, Xavier, and He initialization methods
across all three datasets, regardless of whether iDLG or IG is
used. Figure 4 provides a visual comparison of reconstruction
results, clearly illustrating the superiority of EGGV.

He initialization is widely recognized for its advantages in
global model training when used by honest servers, but it
often results in attack failures for adversaries, including the

server itself. This indicates that relying solely on original model
parameters results in poor attack performance. Our research
further shows that to improve the effectiveness of attacks,
adversaries cannot rely only on standard model parameters.
Instead, they should adopt poisoning techniques like EGGV to
actively manipulate the gradient space.

The experimental results also highlight the critical im-
portance of the gradient position within the gradient space
for the success of GLAs. Unfortunately, previous PGLAs
have overlooked this factor. Traditional PGLAs are typically
limited by the current state of the model parameters, thus
making it difficult to achieve optimal results. Although AGLAs
attempt to address this by poisoning model parameters, their
effectiveness is limited to a small subset of samples within
the batch, as illustrated in Figure 4. Notably, EGGV is the
first method to tackle this key challenge for both PGLAs and
AGLAs by poisoning model parameters to enhance the gradient
vulnerability across the entire batch.

Stealthiness comparisons of EGGV with SOTA AGLAs.
We calculate 100 gradients on CIFAR100 with each ResNet18
poisoned by Fishing, SEER, and EGGV and initialized by naive
initialization methods Random, Xavier, and He. We then report
the D-SNR values for these gradients. As illustrated in Figure
5, EGGV demonstrates high stealthiness, achieving D-SNR
values similar to those of the naive initialization methods
Random, Xavier, and He. In contrast, Fishing and SEER show
significantly higher D-SNR values, suggesting that clients
can detect these methods more easily. This is because EGGV
evenly enhances the leakage potential of all samples without
introducing any gradient bias. In contrast, SOTA methods
exhibit biased gradients across all layers, making them more
prone to detection.

C. Ablation Study

Evaluating gradient space vulnerability using the dis-
criminator instead of end-to-end iterative attacks. We now
turn to explore the effectiveness of using a discriminator to
assess gradient space vulnerability, as opposed to traditional
end-to-end iterative attacks. We randomly select two model
directions, x and y, in the model parameter space and
systematically shift the poisoned model parameter θ∗ along
these axes, generating 441 model parameters. The discriminator

Original

𝜃∗

𝜃1 𝜃2 𝜃3

𝜃3

𝜃2

𝜃1

𝜃∗

(a) Discriminator Loss (b) Iteration vs PSNR

Model Space

Gradient Space

(c) Model space vs Gradient space

Fig. 6. Figure (a): Contour map of the discriminator loss landscape across 441 model parameters generated by shifting θ∗ along two random directions. The
map marks the selected points θ1, θ2, θ3, and θ∗. Figure (b): PSNR curves from IG attacks on a ResNet18 model at θ1, θ2, θ3, and θ∗, demonstrating that
θ∗ achieves the best reconstruction quality. Figure (c): 3D surface plots of the discriminator loss (top) and model accuracy (bottom) for the same 441 model
parameters shifted θ∗ along two random directions, illustrating the relationship between gradient vulnerability and model accuracy across the parameter space.
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Fig. 7. Visualization of distributional differences between auxiliary and target datasets and IG reconstruction results on EGGV-poisoned models using each
auxiliary dataset.

TABLE IV
RECONSTRUCTION RESULTS OF IG ATTACK RESNET18 POISONED BY EGGV

WITH PROJECTION RATIOS OF 1.6%, 0.8%, AND 0.4%. EGGV AT 0.4%
PROJECTION RATIO ACHIEVES THE BEST OVERALL PERFORMANCE.

Initiation Method PSNR ↑ SSIM ↑ LPIPS ↓

Random + IG 15.47002 0.25633 0.52080
Xavier [32] + IG 13.06239 0.21848 0.57367

He [33] + IG 12.70339 0.20885 0.72560
EGGV (Ours) (ρ : 1.60%) + IG 25.24615 0.80658 0.12803
EGGV (Ours) (ρ : 0.80%) + IG 27.63074 0.85759 0.09526
EGGV (Ours) (ρ : 0.40%) + IG 28.62325 0.91402 0.07575

evaluates the gradient vulnerability for each of these parameters,
and the resulting contour map of gradient vulnerability is
shown in Figure 6(a). In this map, we select four points:
θ1, θ2, θ3, θ∗, with corresponding vulnerability scores of
14.99276, 5.42985, 1.28999, and 0.00655 assigned by the
discriminator. Subsequently, we perform the IG attack on
these four models with the CIFAR10 dataset. Figure 6(b)
depicts the PSNR convergence during the attacks on these
four models. As expected, θ∗ yields the best reconstruction.
The reconstructed images are highly similar to the original
inputs, and the PSNR value remains the highest throughout the
convergence process, significantly outperforming the other three
parameters. These findings demonstrate the discriminator’s
effectiveness in evaluating gradient space vulnerability and
predicting the likelihood of a successful reconstruction attack.
In contrast to traditional end-to-end reconstruction methods,
this method enables attackers to quickly identify and poison
model parameters that could lead to attack failure, thereby
improving the overall success rate for attacks.

Exploring the relationship between gradient space vul-
nerability and model accuracy. To explore the relationship
between gradient vulnerability and model accuracy, we conduct
experiments by shifting the poisoned model parameter θ∗ evenly
21 times along two randomly selected directions, x and y,
generating 441 model parameters. Each parameter receives a
gradient vulnerability score from the discriminator, visualized
in the 3D surface plot at the top of Figure 6(c), representing
the gradient vulnerability landscape across the parameter space.
We then evaluate the classification accuracy of these same 441
model parameters using the CIFAR10 dataset, producing the
lower plot of Figure 5. This plot shows the model accuracy at
the same parameter positions as in the gradient vulnerability
plot. A comparison between the two plots reveals that the
model parameters with the highest gradient vulnerability do
not coincide with those that yield the highest accuracy. In fact,
model parameters with the greatest gradient vulnerability often

TABLE V
PERFORMANCE OF IDLG AND IG ATTACKS ON EGGV-POISONED MODELS

WITH CIFAR10 AS TARGET AND DIFFERENT AUXILIARY DATASETS,
SHOWING EGGV’S ROBUSTNESS TO DISTRIBUTIONAL SHIFTS.

Attacked Dataset:
CIFAR10

Auxiliary Datasets (PSNR ↑)

CIFAR10 CIFAR100 TinyImgaeNet CelebA

EGGV+iDLG 29.70104 29.93789 27.83867 20.87152
EGGV+IG 31.96511 36.28306 36.64095 23.15686

show low accuracy, indicating no direct correlation between
gradient vulnerability and model accuracy.

Exploring the effect of gradient projection ratios. A
crucial component of the EGGV is the projector, which
compresses high-dimensional gradients into a one-dimensional
vector. Next, we examine how different projection ratios
influence EGGV to enhance the vulnerability of the gradient
space. We select commonly used Random, Xavier, and He
initialization methods as comparison benchmarks, and set three
different gradient projection ratios of 1.60%, 0.80%, and 0.40%.
IG is used to conduct gradient leakage on the TinyImageNet
dataset with the models initialized by the Random and EGGV.
Comparison of experimental results in Table IV shows that
EGGV consistently enhances the gradient vulnerability across all
three projection ratios, outperforming Random, Xavier, and He
initialization methods. We observe an interesting phenomenon:
the smallest projection ratio of 0.4% achieves the best effect.
This phenomenon can be attributed to the fact that smaller
projection ratios force the model to embed more data features
into the entire gradient, ensuring that the projected gradients
retain enough data features to be inverted by the discriminator
back to the original inputs. Under a smaller projection ratio,
the model will more actively adjust its own parameters, thus
containing more data features in the entire gradient, which is
more conducive to the attack of subsequent attack methods.

Exploring the effect of distribution differences between
auxiliary and target datasets on EGGV. Next, we explore
the effect of distributional differences between auxiliary and
target datasets on the performance of the EGGV. We select
CIFAR10 as the target dataset and CIFAR10, CIFAR100,
and TinyImageNet as the auxiliary datasets. We additionally
include CelebA [42] as an auxiliary dataset to assess EGGV
with larger distribution gaps. To align the class counts with
CIFAR10 to ensure compatibility for model poisoning, 10
classes are randomly sampled from CIFAR100, TinyImageNet,
and CelebA to serve as auxiliary datasets. Table V reports
the performance of iDLG and IG attacks on EGGV-poisoned
models under the above setting. The results show that EGGV
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achieves comparable PSNR values across CIFAR10, CIFAR100,
TinyImageNet, and CelebA auxiliary datasets, highlighting
its robustness to distributional differences between auxiliary
and target datasets, although the PSNR values for CelebA
are relatively lower due to two factors: (1) CelebA exhibits
a substantially different distribution from CIFAR10, making
feature alignment more challenging; and (2) each CelebA
class has few samples, so selecting 10 classes produces a
small auxiliary dataset, insufficient to guide the model toward
its most gradient-vulnerable point. In addition, we use the
t-SNE algorithm [43] to reduce the dimensionality of these
datasets to 2D and visualize their distributions, along with
the corresponding reconstruction results shown in Figure 7.
The visualizations confirm that the effectiveness of the EGGV
attack is independent of distributional differences between the
auxiliary and target datasets. In contrast, some SOTA methods,
such as SEER, require the auxiliary dataset to be the training
dataset of the target dataset, which limits their application to
practical FL systems.

VII. CONCLUSION

In this work, we introduce a new backdoor-theoretic per-
spective to rethink and frame existing AGLAs. Through this
lens, we theoretically identify that all prior AGLAs suffer
from incomplete attack coverage and detectability issues. We
further propose EGGV, a new solution that extends existing
AGLAs to be more comprehensive and stealthier to address
the above challenges. EGGV is the first AGLA capable of
fully inverting all samples within a target batch while evading
existing detection metrics. Extensive experiments demonstrate
that EGGV significantly outperforms SOTA AGLAs in both
stealthiness and attack coverage. These results encourage the FL
community to explore further privacy protection mechanisms
to counter these emerging security risks.
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