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Abstract—Autonomous Driving Systems (ADS) represent a
revolutionary advancement in transportation and offer unprece-
dented safety and convenience. Real-world physical attacks are
emphasized because Autonomous Driving Systems (ADS) depend
heavily on sensors and perception modules to detect and in-
terpret their surroundings, making security a critical concern.
Defenders usually have the upper hand in the digital sphere
while they are challenged in the physical world because attackers
have greater flexibility for covert operations. A comprehensive
analysis is essential for understanding attack trends, evolution,
and defense directions. This paper provides a survey of state-
of-the-art physical attacks that threaten ADS perception. A
novel multi-label classification method is introduced to categorize
these attacks along four main dimensions. Visualization and
analysis of the classification enhance the understanding of these
multidimensional threats. Five research directions for future
exploration are also proposed.

Index Terms—Adversarial attacks, adversarial examples,
black-box attacks, autonomous driving systems, environment
perception

I. INTRODUCTION

RECENTLY, Autonomous Vehicles (AVs) have been ex-
periencing rapid development [1]. Benefiting from the

advances of deep learning (DL), practical autonomous driving
systems (ADS) are accelerating the commercialization of AVs.
A typical ADS has a front-end perception module followed by
an internal decision system [2]. For instance, Tesla’s Autopilot
uses cameras as its core sensor and relies on techniques such
as occupancy networks for environment perception. Another
approach, Waymo [3], not only uses cameras to capture visual
contents but also uses LiDAR to present three-dimensional
structural information of the target objects. Subsequently, the
internal decision systems of modern ADSs utilize deep neural
networks (DNNs) to process the information collected by these
front-end sensors for decision-making.

Despite its promising performance, DNNs are well-known
for their vulnerability to adversarial attacks [4]. In particular,
attackers can carefully craft tiny (e.g. human-imperceptible)
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but malicious perturbations adding on the input sample (i.e.
adversarial examples) to manipulate the DNN models’ predic-
tions. Today, there are various adversarial attack methods to
generate adversarial examples (AE) in the digital domain [5].
The main focus of these AE-related studies is to generate tiny
perturbations to keep the AE similar to the clean sample. For
instance, AEs in computer vision (CV) tasks usually adopt a
Lp bound to maintain the human-imperceptibility. Beyond this,
the victim models also include natural language processing
(NLP) [6], 3D point cloud [7], and speech recognition [8].

After digital adversarial attacks expressed a strong nui-
sance to DNNs [4], researchers began to explore whether
such attacks would pose a risk to DNNs applied in physical
scenarios. How to transfer digital perturbations to the real
world was initially considered in CV tasks. Perturbations were
most commonly printed as patches [9] or 3D objects [10].
Subsequently, this transfer was generalized to tasks such as 3D
point clouds [11] or semantic segmentation [12]. With the high
attack success rates gradually satisfied, researchers then tried
to make attacks stealthier. For example, they made adversarial
patches and objects seem like stains [13] and traffic cones [14].
Then, more flexible forms like lasers [15], and projections [16]
were recently employed.

However, it is worth noting that physical adversarial attacks
on ADS perception are significantly different from traditional
physical adversarial attacks in the following three aspects. (1)
Internal sensors. ADS contains sensors and models which
attackers can target at the data collection and processing to
mislead the decision bypassing the model. (2) Heterogeneous
data and models. An ADS system contains both CV data and
point cloud data which are heterogeneous, yet their models
may perform the same tasks. Consequently, AEs for one
model cannot mislead them both. (3) Black-box DNN models.
Most current state-of-the-art (SOTA) adversarial attacks rely
on a white-box scenario to calculate the gradients while DNN
models in most commercial ADS are black-box.

In this paper, we aim to fully investigate the vulnerability of
current ADSs based on an adversarial perspective. We focus
specifically on published ADS attacks that have succeeded in
the physical world. To comprehensively understand the current
attack methods, we include those that can manipulate the
ADS’ decision targeting both DNN models and front-end com-
ponents of ADS-like sensors. We also analyze several recently
published papers at top-tier conferences in a quantitative way
to illustrate the attack developing trends. In short, this survey
makes the following contributions:
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• We investigate successful attacks on ADS systems in the
physical world.

• We propose a quantitative analysis with visualization re-
sults to illustrate the developing attack trends.

• We review 50+ carefully selected physical adversarial at-
tacks to analyze their methodology and results.

This paper is organized as follows: Section II presents the
background of the ADS, which includes the workflow of
the ADS and the detailed composition of the ADS system.
Section III presents our method for analyzing, classifying, and
visualizing selected papers. Section IV specifies the reviewed
methods for physical attacks on the environment awareness in
ADS systems. Section V discusses future research directions
for ADS security. Finally, we conclude in Section VI.

II. BACKGROUND

A. ADS working pipeline

Fig. 1 illustrates the workflow of a typical ADS. Information
on the surroundings is first collected by sensors or cloud
services. The sensors can be classified into motion-aware
sensors, namely GNSS and inertial measurement unit (IMU),
and environment-aware sensors such as LiDAR, cameras, etc.
The collected information is then fed into the internal decision
system (e.g. onboard DNNs) for processing. For instance, the
position information can be combined with the high-definition
map from the cloud servers to determine the vehicle’s location.
The environmental information is processed by onboard DNNs
such as scene segmentation, object recognition, etc. to under-
stand the vehicle’s surroundings. Then, based on the above
vehicle’s positioning and surroundings, the planning stage
determines actions to precisely control the chassis actuators.
This paper focuses on attacks targeting the sensors as well as
internal DNN models.

B. ADS perception systems
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Fig. 1. ADS working pipeline.

1) Sensors of ADS: Most of the cameras contain vision-
based sensors which are capable of taking colorful photos
with rich textures. Obtaining high-quality photos is no longer
a challenge for users because of the rapid development of
camera hardware and image-processing technology. However,

relying solely on 2D visual information from images is insuffi-
cient for self-driving cars, as the spatial position of obstacles is
crucial beyond their mere presence. Additionally, poor lighting
conditions degrade image performance. Consequently, special
cameras have been developed to overcome these drawbacks.
Space cameras such as monocular cameras can detect distant
obstacles but in a narrow view. Binocular cameras calculate
depth by parallax. And trinocular cameras enhance their view
by combining three monocular cameras. On the other hand,
no matter what the weather is like, thermal infrared cameras
can perfectly capture heat radiation from humans and vehicles.
Fig. 2 indicates that cameras are able to provide front, rear,
side, and surround views.

A working LiDAR quickly rotates to scan its surroundings
in a full circle with laser. When echoes bounce back, a 3D
spatial map can be produced where each object around the
vehicle possesses its own point cloud. ADSs can determine
the current physical state of an object from the point cloud
including its distance, trajectory, size, speed, and even shape.
The precise information and the capability to operate in
bright light environments are increasingly attracting ADSs to
incorporate LiDAR into their frameworks. LiDAR’s working
area is represented by the orange range in Fig. 2. Indeed, the
high price tag, commensurate with its superior capabilities,
currently hinders widespread adoption. Moreover, rain, snow,
and fog contribute a great deal of impurities to the medium,
or air, through which signals are transmitted. The presence of
these impurities may impair electromagnetic wave transmis-
sions and lead to poor performance.

Ultrasonic radar relies on emitting high-frequency sound
waves and analyzing the resulting echo to accurately measure
short distances. Nevertheless, it is susceptible to temperature
variations and exhibits reduced measurement precision when
the vehicle is in high-speed motion due to the relatively
slow propagation of sound. In autonomous driving, the sensor
finds application in tasks like ascertaining unoccupied parking
spaces and furnishing parking assistance, particularly within
the ranges indicated by the red circle in Fig. 2.

Millimeter wave (mmW) radar obtains an object’s distance
by measuring the time it takes for the wave to bounce back and
remains highly penetrative even in challenging conditions like
rain and snow. Typically, the radar can offer accurate distance
measurements up to 200 meters. Commonly used vehicle
mmW radar is classified into two frequency bands: 24GHz and
77GHz. 24GHz mmW radar is used for close-range detection,
such as blind spot monitoring and lane change assistance.
77GHz mmW radar is used for long-range detection, e.g. the
distance and speed detection of the front car which is the basis
for automatic emergency braking and adaptive cruise control.
They work at the range defined by the green curves in Fig. 2.

The strengths and weaknesses of the sensors determine
what perception tasks they are suitable for. Cameras excel at
capturing color-based information, while LiDAR probes the
surrounding spatial environment. Thermal infrared cameras
enhance night vision, mmW radar specializes in long-distance
detection, and ultrasonic radar facilitates close-range obstacle
avoidance. Real ADSs often incorporate redundant sensors to
ensure the robustness of autonomous driving across diverse
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Fig. 2. Sensor working area.

environments. Moreover, sensor data that aligns and supports
each other enhances credibility.

2) Internal DNNs: Much of the explosion in self-driving
technology has come from the breakthroughs made by DL
in the field of computer vision. Inspired by the human visual
nervous system, Convolutional neural networks (CNNs) enable
the reduction of volumes of data while preserving crucial
features. The potential of this technique is being continuously
explored with the support of hardware developments such as
GPUs. So far, CNNs have made significant contributions to
enhancing the accuracy of object detection and classification
in images. The majority of advanced object detection methods
rely on CNNs, and there are two main frameworks in this
domain. First, single-stage detection, which enables both de-
tection and classification within a single network, and second,
region proposal networks (RPN) which are mainly composed
of the generation of an overall region of interest (ROI) and
the classification process.

AV necessitates reliable detection for accurate recognition
of traffic signs, traffic lights, and road markings. The single-
stage detection algorithm (e.g. YOLO series [17]–[20] and
SSD [21]) offers fast inference and low storage costs, thereby
making it well-suited for real-time autonomous driving ap-
plications. Conversely, region proposal detection frameworks
such as R-CNN [22], Mask-RCNN [23], and Faster-RCNN
[24] are more competitive in accuracy. However, they require
substantial computational resources, which means that greater
challenges are proposed in terms of training and fine-tuning.
Maintaining a balance between performance and computa-
tional cost holds importance in autonomous driving. Since it is
desirable to prepare enough reaction time for the planning and
control module. In the current context, SSD is the preferred
detection algorithm for ADS, but as hardware computing
power continues to advance, RPNs are gradually being adopted
in intelligent vehicles.

Dynamic driving activities, for example, obstacle avoidance
cannot be accomplished without accurate physical features
of surrounding objects. Nevertheless, acquiring target spatial
information via vision methods refers to the problem of image
matching from 2D to 3D, which brings a substantial com-
putational overhead. Hence, many manufacturers choose to

directly integrate LiDAR into their ADS. The point cloud they
generate will then be employed for environment perception
tasks. 3D CNNs constructed by referencing from vision meth-
ods have been applied to point cloud detection, such as the
SOTA algorithms like PointPillars [25] and PointRCNN [26].
Despite their satisfactory detection capabilities, the massive
computational volume of point cloud data throws strain on
processing components. Methods based on depth maps or
bird’s eye views, such as PIXOR [27], have been put forward
in this context for projecting point clouds onto a 2D plane.

Object tracking is another fundamental vision-based task
equipped in self-driving vehicles. Tracking and monitoring the
movement of objects of interest over time are the primary
functions of this task. Various outstanding tracking algorithms
have emerged from the vision-object-tracking (VOT) chal-
lenge. Some of the best models, such as SiamRPN [28]
and DaSiamRPN [29], are based on Siamese networks. The
crucial component is that they use RPN to identify possible
regions where the object might be, and then introduce CNN
to pinpoint the exact location of the target. Subsequently,
trajectory prediction, which is usually performed at the back
end of the perception module, utilizes the previously obtained
tracking information for prediction. Notable algorithms in this
area include GRIP++ [30] and Trajectron++ [31].

The previously mentioned detection networks focus on
framing the target with a rectangle for classification, which
overlooks relevant scene information. Therefore, semantic
segmentation models [32] are developed to classify each input
element (e.g., 2D pixels and 3D points). They generally use a
combination of convolution for feature extraction and decon-
volution for pixel-level labels [33]. Such networks perform
well in drivable area segmentation and traffic line detection.
Commonly used segmentation networks include PointNet [34],
PointNet++ [35], SqueezeSeg [36] and Cylinder3D [37]. As
such models require a great deal of computation to make
predictions, they are slow, and, therefore, they are difficult
to generalize to commercial ADSs.

C. Physical adversarial attack on ADS Perception
The traditional definition of AE involves perturbing pixels

in the image to mislead the DNN (Section III-B2). In contrast,
our interpretation of physical adversarial attacks has two
main differences: (1) the attacker manipulates the physical
scene without being restricted by pixels, and (2) the attack
outcome relies on the victim ADS-perception system’s re-
sponse (sensors and DNN feedback). Fig. 3 illustrates the
flow of physical adversarial attacks on ADS systems. The
attacker performs unobtrusive and dangerous operations in
the environment to disable sensors or deceive DNNs, which
leads the ADS perception system to provide wrong perception
results, such as incorrect traffic signs, traffic light colors,
spoofed obstacles, etc. A driving plan is then developed based
on inaccurate information during the planning phase. When the
victim maneuvers according to the plan in the control phase,
a traffic accident can occur.

1) Threat models: Three aspects are analyzed subsequently.
Attacker’s goal. An attacker intends to launch a stealthy attack
against an autonomous driving vehicle in the physical world
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Fig. 3. Flow of physical attack.

in order to cause a potential traffic accident. Pursuing a high
attack success rate involves two main challenges: remaining
resilient to external factors (e.g., weather, light, angle) and
avoiding disruption of human cognition.
Attacker’s knowledge. The DNNs within the ADS of the
victim vehicle are confidential, so typically the attacker does
not know the detailed structure and parameters of internal
networks. It is assumed that the attacker could take advantage
of an open-source model that provides equivalent functionality.
Aside from that, we assume that both the name and physical
characteristics of the victim vehicle can be observed as semi-
public information. Therefore, an attacker can obtain sensor
parameters based on that information.
Attacker’s capability. Besides assuming that attackers can
perform attack scenarios in a simulator, we also consider
whether attackers have sufficient financial resources to pur-
chase identical sensor models or even to purchase vehicles.
According to options previously discussed, the attacker may
design and evaluate their attacks respectively on a simulator,
a scaled-down model of the road, or a real road. We further
assume that the attacker has the ability to modify the real
environment via several common methods, including placing
objects, pasting paper, or arranging lighting.

2) Setup: Attackers consider the following three factors.
DNN models. Some physical attacks systematically control
ADS behavior to produce attackers’ desired outcomes in the
targeted task. Thus these attacks can be evaluated using the
victim models corresponding to the targeted DNNs. Aside
from the networks discussed in Section II-B2, state-of-the-art
classifiers such as VGG-ens [38], ResNet-ens [39], DenseNet
[40], and Inception v3 [41] can serve as victim models, as
they are the classification phase within the RPN system.
Datasets. Datasets for training or attacking environment-aware
models can currently be divided into two categories: 2D image
datasets from cameras and 3D point cloud datasets from
LiDAR and millimeter wave radar. The first category consists
of photographs of traffic signs in various natural environments
such as GTSRB [42], LISA [43], and TT100k [44]. For
the extended field of view, datasets such as BDD100K [45]
provide live maps, videos, and images for driving on lanes
and routes. ImageNet [46] and COCO [47] are collections of
images for image classification. In the second category, KITTI

[48] is a widely used point cloud dataset with up to six hours
of real-time traffic data. Furthermore, nuScenes [49] offers
point clouds, surrounding images, and driving information for
exploring sensor fusion.
ADS. Open-source autonomous driving platforms such as
Baidu Apollo and Openpilot are commonly chosen for the ex-
periment by being loaded and run on mobile devices. CARLA
[50], built on Unreal Engine 4, offers a wide range of high-
quality maps and vehicle models. The attacker adjusts various
elements within the simulator, including vehicles, textures,
and camera states, to accurately simulate an attack scenario.
Compared to purchasing highly autonomous vehicles such
as Teslas, simulators and other open-source ADSs offer cost
advantages and a greater number of trials, making them more
attractive to attackers.

3) The challenges: Executing digital attacks successfully
in the physical environment while ensuring their effectiveness
is an enormous challenge. A number of external factors can
influence the success rate of an executed attack, including
color loss in sticker printing, incorrect perturbation placement,
changes in illumination intensity, changes in target angle
during vehicle movement, changes in background color, etc.
[51]. In an effort to enhance the robustness of attacks in both
the digital and physical domains, attackers have used methods
such as Expectation over transformation (EOT), first proposed
by Athalye et al. [52]. EOT contributes to resilience against
camera-induced changes, ensuring that physical perturbations
remain adversarial even when subjected to transformations
such as changes in distance, angle, exposure, etc. As well,
Evtimov et al. [53] proposed that traffic signs obtained from
multiple real-world environments could be utilized as inputs
to the model during training. NatureAE [54] maintains a high
attack success rate (ASR) while minimizing pixel perturba-
tions to maintain the stealthiness of the physical sticker during
training. In addition, considerable research efforts have been
devoted to the direct design and execution of physical-world
attacks recently to eliminate inconvenient upscaling [15].

D. Comparison with existing survey

Several surveys have looked into the complete range of
autonomous driving security issues. Qayyum et al. [55] in-
vestigated security threats arising from machine learning in
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TABLE I
COMPARISON WITH EXISTING SURVEYS.

Surveys Physical black-box
attacks on ADS perception Year Number

Qayyum et al. [55] ✓ 2020 5
Deng et al. [56] ✓ 2021 16

Woitshcek et al. [57] ✓ 2021 5
Mahima et al. [58] ✓ 2021 6

Gao et al. [59] ✓ 2021 9
Wei et al. [60] ✓ 2022 7

Ours ✓ 2024 51

connected and autonomous vehicles (CAVs), particularly ad-
versarial attacks. Deng et al. [56] discussed both white-box
and black-box attacks on autonomous driving that compromise
ADS from the inside and outside. Woitshcek et al. [57] inves-
tigated the feasibility of physical adversarial attacks in traffic
sign recognition. Mahima et al. [58] focused on adversarial
attacks targeting object detection, classification, and semantic
segmentation in self-driving. Gao et al. [59] summarized the
security challenges faced by the various systems making up
ADS. Wei et al. [60] reviewed adversarial attacks on computer
vision tasks in the physical world. It can be seen from Table
I that physical attacks on black-box ADS perception are only
a small part of the security threat research. With the constant
updating of attack techniques in recent years, this topic has
evolved into a significant and unavoidable field. There is an
urgent need for comprehensive research on physical adversar-
ial attacks on ADS perception.

The research described above demonstrated that attacks can
be classified from various perspectives. However, they dwell
on classical AEs in categorization and fall short of addressing
the diversity of physical attacks nowadays. In light of this, an
innovative multi-tag classification strategy is proposed in our
survey. For instance, Deng et al. [56] define attacks on sensors
as physical attacks and those on DNNs as adversarial attacks.
In our threat model, a physical attack refers to an attack
occurring in the real-world environment. Therefore, sensors
and DNNs serve as the sub-tags of the main factors of attack
generation. Gao et al. [59] described attacks based on victim
sensors. However, the same sensors with different perception
models can perform various tasks. Thus, we define a more
detailed sub-tag called attack task. Wei et al. [60] categorize
adversarial attacks based on tasks and forms, but their sub-
tags are not comprehensive (5 attack forms and 6 attack tasks).
We supplement both tags with more categories (8 forms and
11 tasks). The classification approach enables an accurate
description of the attack method in the physical world while
maximizing the inclusion of information by rationally defining
relevant tags. Fig. 4 depicts the pipeline of research encom-
passing literature collection, label design, numerical analysis
to assess the validity of label combinations, comprehensive
analysis of attack methods, and future predictions.

III. ATTACK CLASSIFICATION

A. Distribution of papers

The main challenge of literature research is to know the
distribution of abundant existing papers and synthesize a clas-
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Fig. 4. Pipeline of our work.

sification standard. Nevertheless, the methodology of literature
research remains in a literal way, ignoring data analysis skills.
In this section, we propose a novel methodology to visualize
the distribution of papers and reveal their connections, which
could furthermore help us determine the importance of clas-
sification standards.

After summarizing all papers and literally analyzing their
similarities and differences, we generally induce four classifi-
cation standards (introduced in Section III-B): attack scene,
main factors of attack generation, attack tasks, and attack
forms. Each paper can be classified into different clusters
based on various classification standards, allowing it to be
represented effectively by four labels. In order to visualize
the distribution of papers, we propose to construct a data
set of multi-label classification [61]. Let X = S × M ×
T × F be the space of papers, where S (resp. M , T ,
and F ) is the space of Attack scene (resp. Main factors
of attack generation, Attack tasks, and Attack forms). Let
Y = [0, 1, ..., card(S) − 1] × [0, 1, ..., card(M) − 1] ×
[0, 1, ..., card(T )−1]×[0, 1, ..., card(F )−1] be the numerical
space to visualize data distribution, where card denotes the
cardinality function. We map each paper x ∈ X to a position
y ∈ Y through a mapping function:

F : X → Y,

(s,m, t, f) → (I(s), I(m), I(t), I(f)) +Gauss,
(1)

where I denotes the index function and Gauss ∼ N (0, 0.02)
denotes the Gaussian noise which differentiates papers on the
same position.

Since we cannot visualize 4-D data in a 3-D space, we
choose three labels out of four and iterate the visualization
four times. Fig. 5 shows our visualization results, from which
we summarize four findings:

• The upper two sub-figures show a chaotic distribution. This
is attributed to the wide diversity of attack tasks and forms
covered in the papers, encompassing 11 attack tasks such as
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Fig. 5. Visualization of the distribution of papers.

traffic sign recognition and vehicle detection, and 8 attack
forms including patch-based and sound wave attacks.

• The lower sub-figures reveal a clearer distribution with
four distinct vertical clusters. It highlights the significance
of classifying attacks based on an attack scene and main
factors of attack generation. These two factors are of
primary concern for attackers in real-world scenarios.

• Among the bottom two sub-figures, the right one appears
neater, suggesting that attack tasks are more influential than
attack forms. When the vertical axis shifts from attack
forms to attack tasks, the four clusters exhibit a similar
structure, which results in a more balanced distribution of
papers across attack tasks.

• To determine the order of importance between the attack
scene and main factors of attack generation, we refer to
the upper sub-figures where we observe two clusters. The
upper left cluster, which is less imbalanced, suggests that
the attack scene holds greater importance. The clusters’ bal-
ance, indicating the equal distribution of papers, highlights
the significance of the classification standard.

When classifying a paper on black-box physical attacks on
ADS, priority should be given to evaluating its attack scene,
followed by its primary factors of attack generation, then its
attack tasks, and finally its attack forms.

B. Classification via Multi-tags

For the purpose of delineating various physical attack
methods comprehensively, a classification consisting of four
primary tags is proposed. The framework gives us a four-
dimensional view of the attack. The following part of this
section explains and defines each of the four primary cate-
gories proposed in our methodology.

1) Attack scene: Our first point of interest lies in determin-
ing which part of the scene interacts with an attacker in the
real world. As a general rule, the methods and tools employed
to commit a physical attack depend on the attack scene. Two

sub-tags are therefore defined: the victim vehicle and their
environment.
Victim vehicles. Interaction with a compromised vehicle
essentially refers to dealing with a variety of sensors with
their own unique function. One noteworthy feature of these
attacks is that they seek to contaminate the input data of the
sensors by manipulating the signals. It is achieved while the
real environment remains unchanged. Taking a visible light
camera as an example, a malicious attacker might change the
trajectory and color of light coming into a visible camera.
Beyond that, fraud lasers or mmWave signals may be used to
disrupt data collection by LiDARs and mmW radars.
Environment. The physical environment serves as the source
of information that enables an attacker to manipulate elements
surrounding the victim vehicle and update the information
obtained at its source. The fundamental principle behind this
tag is proactive engagement with the surroundings to simplify
operational procedures and enhance covertness strategies. In
light of this, most of the entities selected for interaction
are of strategic importance in the field of traffic regulations,
especially traffic signs, traffic lights, and road lanes. As an
added bonus, attackers can strategically position themselves
as participants in traffic accidents by inducing the victim
vehicles to collide with them or directing these vehicles onto
incorrect routes. Several studies have explored staging attacks
in common settings such as open airspace or ordinary roads
to increase the flexibility of attack activation.

2) Main factors of attack generation: As stated in Section
II-B, the environmental awareness of the ADS consists of
two components, the sensor and the internal network. So
the second tag is defined to specify the target components
during physical attack designing and highlight the main factors
driving attack generation.
Sensors. Although sensor technology continues to be refined
to meet human requirements, some inherent vulnerability
still remains. Sensors like LiDAR and millimeter wave radar
actively engage with their surrounding by emitting signals
and analyzing the returned data. However, the receiver has
no way of verifying the authenticity of the data. Attackers can
therefore fool the sensors by sending out deceptive signals
through suitable signal-emitting devices. Conversely, cameras
passively acquire environmental light and possess the ability to
detect frequencies extending beyond human vision (380nm to
700nm). The lens flare phenomenon occurs when strong light
directly enters the camera lens. The incoming light (red line)
reflects off elements, like apertures, lenses, etc., and introduces
artifacts that reduce image quality (as shown in Fig. 6).
DNN to process perceptual information. When changes
based on gradient orientation occur, it becomes challenging
to maintain high accuracy even if the changes are minor. This
kind of attack is known as an adversarial attack which has
been a significant concern ever since it first emerged. Recent
research has revealed that it is difficult to resist adversarial
attacks no matter how complex the DNN structure. An ADS
perception DNN can be expressed as F (x; θ) = y, where θ is
a model parameter and y is the output of the clean sample
x. The corresponding adversarial example (AE) is denoted
as x̃ = x + δ, where δ is the adversarial perturbation. The
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Fig. 6. Lens flare.

aim is F (x̃; θ) = t in targeted attacks and F (x̃; θ) ̸= F (x)
in untargeted attacks. Essentially, the hope is that the target
model will produce an incorrect output. DNN-based attacks
can usually be formulated as optimization problems of the
following form [4].

min
δ

L(F (x̃; θ), t),

s.t. d(x, x̃) < ε,
(2)

where L denotes the loss function. δ is constrained designed
and ε is the distance-related hyper-parameter.

3) Attack tasks: The third principal tag is formulated based
on the compromised functions within the ADS. A significant
amount of authentic data is required by the decision-making
phase in ADS. Complex perception functions that may even
involve redundant tasks across various sensors are necessary
to ensure data accuracy and reliability. These functions are
systematically organized into the following 11 sub-tags.
Traffic sign recognition. The key information ADS seeks in
this task is the location and type of traffic signs. ADS will
obtain the most current information about traffic regulations
after traffic sign recognition. With the advent of CNNs, this
CV-based task has taken a giant leap forward [62].
Traffic light recognition. This mission aims to pinpoint the
locations of traffic lights and distinguish their color statuses.
Traffic lights need to be seen by the ADS camera and passed to
the perceptual network [63]. Depending on the color displayed
by the relevant traffic light, the ADS will adapt its following
behavior accordingly.
Road lane detection. This detection task allows self-driving
vehicles to stay centered in their lane or change lanes smoothly
[64]. White or yellow lines are noticed everywhere on roads
which divide the road into specific zones. Each of them
remarks a safe space where vehicles and pedestrians can move
without interfering with each other. For self-driving vehicles,
the equipped ADS needs to detect these lines using either a
camera or LiDAR.
Vehicle detection. Sensors such as cameras, LiDAR, and
millimeter-wave radar are utilized to locate nearby vehicles
[65]. Most roads are public spaces shared by all users, which
means that vehicles will typically encounter other vehicles.
Autonomous vehicles are expected to be aware of their neigh-
bors so as to avoid potential collisions between them. Whether

cruising or parking, the task guides the vehicle in planning an
appropriate route.
Camera-based depth estimation. Photographs acquired by
monocular [66] or stereo cameras [67] are pertained to esti-
mate depth information. Some manufacturers select the most
cost-effective cameras to gather spatial depth data and measure
the distance to the vehicle or obstacle in front of them. This
task can be employed to ensure the vehicle maintains a secure
distance from the vehicle in front.
LiDAR perception. The purpose of this task is to provide
spatial features, such as location, distance, shape, etc., of
surrounding objects. ADSs can build a 3D point cloud to
measure these objects as precisely as possible with LiDAR
technology [68]. As a result, self-driving vehicles can safely
navigate around obstacles by sensing everything around.
Radar perception. Critical information such as the precise
distance, shape, and size of objects within a short distance is
basically offered by this task [69]. MmW radar effectively cre-
ates a sparse point cloud essential for neighborhood perception
and is commonly used in assisted parking.
Multi-Sensor Fusion (MSF) perception. This consists of
prior detection tasks but requires sensor collaboration to
enhance and validate the final outcomes [70], [71]. Camera
and LiDAR fusion, for example, can be used to identify the
type of obstacle according to its visual and physical features.
Camera perception. This covers traffic sign recognition, lane
detection, vehicle detection, etc. Although these tasks are used
in different ADS applications, they all suffer from the same
camera weaknesses.
Thermal infrared detection. The infrared camera is capable
of capturing heat-based images [72]. These images facilitate
the detection of heat-emitting subjects such as people and
animals during nighttime and adverse weather conditions.
Trajectory prediction. Real-time targeting of pedestrians
or adjacent vehicles is performed using cameras or LiDAR
sensors during driving. The tracking outcomes [73] are useful
to anticipate the target’s future trajectory [74]. This sub-tag
contains both tracking and prediction.

4) Attack forms: The fourth tag corresponds to the available
physical attack forms. Unlike traditional adversarial attacks
in the digital world, physical attacks cannot inject pixel-level
perturbations into reality. Most physical attacks take advantage
of natural phenomena or attachments to achieve adversarial
perturbations. The following sub-tags are defined based on the
analysis of attack techniques.
Patch/sticker. Using a patch or sticker is a classical method
of upscaling the digital world adversarial attacks to reality. It
involves training the perturbed pixels in a regular small area
and then creating a 2D patch or sticker in the real world for
application to the designated location.
Optical methods. These allow attackers to meddle with cap-
tured images without touching anything. Increasing, decreas-
ing, or changing the light in the scene are three basic attack
approaches. Applying specific emitters, different types of
electromagnetic waves can be added to the camera. Decreasing
light is achieved by putting a barrier between the light source
and the object to create shadows. Attackers can change the
lighting depending on optics as well through lenses or mirrors.
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Sound waves. An acoustic source producing sound waves
triggers molecular vibrations. When the energy reaches a
certain threshold, the vibration can be transmitted to other
objects and cause mechanical oscillation. This form of attack
uses sound waves that are strong enough to shake the sensor
resulting in fuzzy inputs.
Adversarial objects. A 3D adversarial sample is acquired
during training and subsequently produced using a 3D printer.
Upon fabrication, attackers can position the object at a specific
location in the physical environment.
Camouflage. Spray paint and graffiti strategies are ideal
methods for camouflaging existing patterns as well as painting
new facades. Camouflage should be designed considering the
curvature of the object’s surface and then the attacker can
reproduce it in the target area.
Trajectory. The trajectory can be either the victim vehicle’s
moving path or the trajectory of a participating vehicle con-
trolled by the attacker.
Scene. Establishment of a scene requires the cooperation of all
subjects within the scene. It involves the strategic placement
of participants and objects in predetermined locations.
MmWaves. Certain devices have the capability to accurately
simulate mmW radar echoes and subsequently transmit fabri-
cated signals to a target receiver.

The choice of attack form directly affects its characterization
and implementation. To systematically evaluate the potential
risks raised by various attack forms, we propose four key
criteria: feasibility, visibility, the flexibility, and expense.
Feasibility measures the simplicity of attack implementation.
Attack forms are considered highly feasible if they require
minimal equipment and shorter installation time, such as
patches, optical methods, etc. In contrast, altering a vehicle’s
trajectory without firm plans and setting up complex scenes
with multiple vehicles and obstacles are classified as low fea-
sibility due to their difficulty and extensive resources needed.
Visibility marks how noticeable a perturbation is. High visi-
bility attacks, such as patches, adversarial objects, and cam-
ouflage, are easily detected by humans. In contrast, attacks
that hide their source, such as optical methods or those that
manipulate the original objects in the environment, such as
trajectory and scene, are low visibility attacks.
Flexibility evaluates how easily the attack’s activation and
location can be controlled. Methods that can be activated at
any time and move the attack’s location have high flexibility,
which is not the case for patches, camouflage, and scene. Low
flexibility attacks, such as patches and scene manipulations,
are more context-specific.
Expense is the cost of the equipment required for the attack.
We looked up the equipment prices mentioned for each form
and categorized expenses as follows: less than 100 dollars
as low-cost, between 100 and 1000 dollars as medium-cost,
and over 1000 dollars as high-cost. However, for certain
trajectories, implementation plans are not yet available. The
cost of optical methods varies widely. For instance, using a
wave generator to simulate LiDAR is expensive, while tools
such as laser pointers are more affordable.

Attackers aim to make their methods more dangerous and
easily achievable by ordinary individuals without requiring

extensive knowledge, equipment, or resources. Thus, the trend
in attack evolution is toward simpler setup, greater stealth,
and lower cost. This corresponds to our characterization of
high feasibility, low visibility, high flexibility, and low ex-
pense. Table II illustrates these criteria across various attack
forms. Traditional attack forms such as patches and adversarial
objects tend to be high visibility and low expense, while new
attack forms such as signal simulations ( LiDAR, sound waves
and mmWaves) and scene are low visibility and high expense.
It shows that the variety of attack forms has increased in recent
years, particularly in terms of greater feasibility, visibility,
and flexibility. Whereas there is no significant advantage of
these forms in terms of cost. The first three criteria are
often prioritized when designing an attack, which can lead to
increased costs. However, with recent improvements in these
three metrics, the new focus is on reducing the expense of
attacks. As can be seen from Table II, the only form meeting
all these requirements is the optical method without LiDAR
simulation. This is why such attack forms have flourished in
recent years.

IV. ANALYSIS OF ATTACK CLASSIFICATION

For the purpose of this survey, 51 articles from prominent
conferences such as USENIX Security, ACM CCS, IEEE
Oakland, NDSS, and CVPR, covering the period from 2020
to 2024, focusing on published SOTA physical attack methods
were gathered and organized in Table III all the while utilizing
the multi-label approach. The analysis reveals the following
key insights.

• Traffic sign recognition continues to be the task that is most
commonly targeted in ADS.

• Optical means are a popular choice for attacking sensors
with only one instance utilizing mmWaves to generate false
signals.

• Attacks on thermal infrared detection, trajectory prediction,
and vehicle detection have increasingly relied on DNNs and
environmental interaction.

• Recent attacks on traffic light recognition are primarily
sensor-based and interactive with victim vehicles.

• Most techniques designed to exploit sensor vulnerabilities
typically require interaction with the victim vehicle, except
for phantom attacks [67].

Since LiDAR and mmW radar are both electromagnetic-
wave-based sensors, optical methods have been a mainstream
form of attack against them. Cameras, due to their imaging
principles, have also become the latest victims (see Section
IV-B). Consequently, optical methods have gradually become
a popular trend in attacks. Sensor-based attacks prefer direct
interaction with sensors rather than indirect effects through
the environment because direct contact theoretically reduces
energy loss and the risk of being pre-detected by humans.

Attacks with the same generation factors prefer using sim-
ilar techniques. Therefore, our analysis is segmented into
two main subsections: DNN-based attacks and sensor-based
attacks. We discuss common applicable techniques before ad-
dressing specific forms and tasks for each attack classification.
And the attack scenes usually shape the layout of the attack
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TABLE II
CHARACTERISTICS ANALYSIS OF VARIOUS ATTACK FORMS.

Features

Attack
forms Patch/

sticker
Optical
methods

Sound
waves

Adversarial
objects

Camouflage Trajectory Scene MmWaves

Feasibility High High High High High Low Low High
Visibility High Low Low High High Low Low Low
Flexibility Low High High High Low High Low High
Expense Low Low/High High Medium Low/Medium Unknown High High

forms, which is also mentioned later. Furthermore, we provide
a brief overview of common defense mechanisms and some
challenges they face.

A. DNN-based attack

How the loss function L is designed and solved is the key
to a DNN-based attack (as mentioned in Section III-B2).
The L typically aims to minimize the performance of the
victim model while meeting the requirements of the sce-
nario. Traditional optimal solutions rely on white-box model
gradients such as projected gradient descent (PGD). PGD
algorithm iterates over AEs according to the gradient of L
to maximize the value of the loss function itself. These AEs
likewise demonstrate their attack potential against black-box
DNNs [75], known as transfer-based attacks. Current research
improves the AE transferability by designing diverse loss
functions such as attention attacks [76] and public attention
attacks [77], in which the loss function aims to shift model
attention or public attention to the wrong class.

Some query-based attacks simulate the victim model or
approximate gradient values from input-output results so as to
employ white-box optimization techniques [78]. Alternatively,
query-based AEs can also be generated by observing the
outputs alone. This goal can be achieved through the genetic
algorithms [79], particle swarm optimization (PSO) [80], or
grid search [81] during training. Genetic algorithms assign
features to genes in the chromosome and optimize solutions
by simulating biological evolution processes such as heredity,
mutation, and selection. PSO mimics the behavior of a flock of
birds searching for food where each bird continually moving
to seek the location with the most food overall. In other
words, each particle updates both its speed as well as position
to maximize the loss function. Grid search is suitable for
cases with a limited number of parameter combinations. The
optimal parameter combination is found through exhaustive
exploration. Physical attacks provide attackers greater flexibil-
ity in employing innovative attack forms, meaning that more
appropriate loss functions need to be devised. And optimiza-
tion problems are often solved using the classical algorithms
described above. Thus, we analyze the objectives that each
loss function aims to achieve and specify the optimization
algorithm selected for this purpose.
Attack LiDAR perception by adversarial scene. Attackers
have the ability to create scenes specifically designed to
deceive point cloud-based segmentation [32]. A tree structure
was utilized to represent scene data, where nodes represented

Fig. 7. Attacking LiDAR perception by 3D object (image credit: [83]).

objects and edges depicted the relationships between them.
Their goal of the optimization is to search for a tree structure to
minimize model performance while ensuring compliance with
the rules, with the potential search space being provided by
the VAE model [82]. The authors successfully steered victim
vehicles into collisions by setting up the environment in the
CARLA simulator according to the adversarial tree structure.
Attack LiDAR perception by adversarial objects. The ge-
ometry of the adversarial object is determined by a collection
of points and surfaces arranged in a mesh. The attacker con-
tinuously adjusted these elements through a genetic algorithm
[79] and then employed a 3D printer to produce the adversarial
object. The object was strategically placed within the field of
vision of the targeted vehicle. From Fig. 7 we can visually
observe that in Yang et al.’s study [83], they trained and
produced a polyhedron that the LiDAR system perceives as
a vehicle to be avoided.
Attack MSF perception by adversarial objects. The MSF
algorithm integrates camera and LiDAR inputs to formulate
predictions. An effective attack would therefore need to impact
both the image and point cloud perception networks in a
manner. To execute such an attack, attackers could generate
a mesh 3D, print it, and strategically place it. Utilizing the
gradient of the open-source MSF, PGD can be employed
to train the adversarial mesh. Cao et al. [14] devised an
adversarial traffic cone that effectively avoided MSF detection.
Their experiment involved a miniature road model (depicted
in Fig. 8 (a)) with a cell phone and a LiDAR capturing images
and point clouds. The MSF presented in Fig. 8 (b), (c) was
incapable of identifying the adversarial cone both visually and
in the point cloud.
Attack camera-based depth estimation by patch. The at-
tacker strategically placed an adversarial patch at the rear of
the targeted vehicle and caused the following victim vehicle
to perceive inaccurate spacing. Cheng et al. [84] devised
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(a) Miniature-scale experiment setup 

(b) Benign case (c) Adversarial case

Fig. 8. Attack MSF perception by 3D object (image credit: [14]).

Fig. 9. Attack camera-based depth estimation by adversarial patch (image
credit: [84]).

the patch to amplify the attack’s impact by placing smaller
patches in highly responsive regions. The optimization process
employed the gradient of the white-box depth estimation
model and LBFGS algorithm [85] to generate transferable
adversarial patches. As illustrated in Fig. 9, the patch carrier
drives in front of the victim while the victim ADS fails to
detect this car.
Attack road lane detection by patch. Road lane detection
attacks are often carried out by placing patches on the road.
These patches cause the ADS to incorrectly identify the lane
when the victim vehicle passes over them, which can lead to
steering at the wrong time. Boloor et al. [86] adopted colored
lines attached to the road surface for their attack. As collisions
are dynamic, they considered the effectiveness of the attack
over consecutive frames and formulated the optimization
problem accordingly. The researchers employed a grid search
method to navigate through different possibilities so as to find
the solution. The line patches effectively induced missteering
in a CARLA. Jing et al. [87] employed a heuristic algorithm
to determine the query-based perturbation. They mapped their
patch on a real-world road to execute an attack on a Tesla
Model S. In contrast, Sato et al. [13] devised a transfer-based
perturbation and used a more natural representation, road dirt,
as shown in Fig. 10.
Attack thermal infrared detection by patch. Alterations
in local temperature can introduce perturbations to thermal
imaging so that accurate ADS pedestrian detection at night

Fig. 10. Attack Road lane detection by patch (image credit: [13]).

(a) Bulb patch (b) Warming and
cooling pastes 

Fig. 11. Attack thermal infrared detection by heat adversarial patch (image
credit: [88], [89]).

becomes impossible. Zhu et al. [88] developed a transfer-based
attack that takes advantage of pixel changes induced by radiant
heat from illuminated bulbs. They discovered the best positions
for small bulbs on a magnet plate using PGD algorithms.
The resulting arrangement, as depicted in Fig. 11(a), was
practically applied to create thermal patches. Nevertheless, the
visibility of handheld bulb plate in darkness encouraged the
exploration of covert manipulation methods. Wei et al. [89]
proposed the application of warming and cooling patches to
generate anomalous color patches on human thermal imaging,
as demonstrated in Fig. 11(b). Invisibility was achieved by
affixing patches to the interiors of clothing. They optimized
the attributes of these patches with the PSO algorithm. Both
approaches result in pedestrians becoming undetectable when
their heat maps are processed by the detection network.
Attack traffic sign recognition by patch. Using patches
or stickers to manipulate traffic sign recognition is a well-
known physical attack method. Wei et al. [90] improved
the fixed-location sticker-based attacks by adding positional
parameters of the stickers to the optimization objective. The
modification aimed to place the stickers in highly sensitive
regions for a greater impact. They also developed another
attack that utilizes existing patterns as perturbations and opti-
mized parameters such as position, size, and rotation angle
[91]. Both attacks, depicted in Fig. 12(a), can lead to the
failure of traffic sign recognition. Additionally, Giulivi et
al. [92] employed scratches as perturbations in their query-
based attack depicted in Fig. 12(b). Zhu et al. implemented
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(a) Adversarial Sticker

(d) Translucent Patch(c) Color Film

(b) Adversarial Scratches

(e) Tpatch

Fig. 12. Attack traffic sign recognition by patch (image credit: [91], [92],
[90], [95], [94], [96]).

an adversarial sticker activated by a specific sound signal to
improve the controllability of the sticker attack (Fig. 12(e)).
They constructed a model to replicate the camera jitter image
caused by sound. Employing gradient optimization, the attack
intended to transform the post-blur perturbation to a stop sign
while maintaining a conventional pattern before blurring. The
sound interacted with the sensors but the attack fell under the
tag of environment due to a manipulation introduced into the
surroundings. New materials allow the patches to get novel
capabilities. Tsuruoka et al. [93] utilized reflective patches
to disrupt traffic sign recognition models at night by making
them visible under the illumination of vehicle headlights. The
reflections were represented as white squares and the attacker
sought optimal grid locations to position the patches.

Transparent stickers stuck to the camera can also disrupt
traffic sign recognition. Fig. 12(c) illustrates how Hu et al. [94]
used color films to simulate haze effects. They trained various
film parameters, such as color, transparency, and other perti-
nent physical attributes, through a genetic algorithm. Instead
of the obvious monochromatic film, Zolfi et al. [95] developed
a transferable translucent sticker via gradient optimization
techniques. They situated an attacked camera in front of a
playback driving video and analyzed how the physical attack
affected the detection frame. In Fig. 12(c) the traffic sign is
lost in detection.
Attack traffic sign recognition by camouflage. Almost all
camouflage attacks need perturbations to be fully overlaid on
traffic signs. Over the last three years, researchers in this field
have been working on improving attack transferability. Xue et
al. [54] and Jia et al. [97] introduced the alteration of factors
during training such as background and target sign orientation
to raise perturbation robustness. Yang et al. [98] proposed
an optimization approach based on a soft attention graph to
enhance attack transferability.
Attack traffic sign recognition by optical methods. In
comparison with static stickers, dynamic optical techniques

(a) Projector (b) Laser (c) Shadow (d) Light 

Fig. 13. Attack traffic sign recognition by optical methods (image credit:
[99], [15], [102], [103].

(a) Projection on sign (b) Projection on the truck back

Fig. 14. Attack trajectory prediction by projector (image credit: [105]).

have gained significant popularity in recent years. A range of
economical optical devices are employed to manipulate traffic
sign recognition. Gnanasambandam et al. [16] and Lovisotto et
al. [99] adopted a projector to project adversarial perturbations
onto traffic signs to disrupt the ADS detection phase, as
illustrated in Fig. 13 (a). Xie et al. [100] proposed a frame-
by-frame projection attack, considering the ongoing dynamic
process of a victim vehicle approaching.

Monochromatic light serves as another form of physical
perturbation. Duan et al. [15] introduced an attack utilizing
a monochromatic laser beam depicted in Fig. 13 (b). Different
forms of light, like spots, beams, and light zones, are employed
by Hu et al. to create patterns of pure color perturbations [101].
Both two approaches determine the optimal light parameters
through query-based methods. Natural phenomena are also
utilized to design optical perturbations. Zhong et al. [102]
employed the shadow effect, as showcased in Fig. 13 (c), to
design the loss function based on the picture luminance and
used PSO to calculate shadow edge positions. Hu et al. [103]
adopted mirrors to reflect query-based adversarial catoptric
light on the target position of a traffic sign, as depicted in
Fig. 13 (d). Furthermore, using a specific optical device to
engage with the victim vehicle may result in traffic sign
misclassification. Hu et al. [104] put a zoom lens before the
camera, dynamically adjusting magnification and continuously
querying the prediction model until the original label achieved
the lowest scores.
Attack trajectory prediction by optical methods. Projectors
can also interfere with other essential visual tasks, including
object tracking. Muller et al. [105] suggested employing
projections to mislocate the target bounding box, as depicted
in Fig. 14. They initially analyzed the point cloud to determine
the area of interest for the camera, such as a car or a traffic
sign. Perturbations were then created in that region. Afterward,
a siamese model with accessible gradients is utilized to train
these perturbations.
Attack trajectory prediction by trajectory. An attacker
possesses the capability to manipulate the driving trajectory
of their vehicle and cause the victim vehicle to inaccurately
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Fig. 15. Attack trajectory prediction by trajectory (image credit: [107]).

forecast the attacking vehicle’s future route (as illustrated in
Fig. 15). The victim vehicle turns to avoid an anticipated
collision, resulting in a real accident. Cao et al. [106] utilized
publicly available trajectory prediction models and the PGD al-
gorithm to generate transferable adversarial trajectories. While
Zhang et al. [107] employed the PSO algorithm to search
adversarial trajectories. Additional constraints were added to
the optimization problem to ensure that the trajectories follow
traffic regulations. The trajectory attack effectively led to a
collision involving the victim vehicle, as demonstrated in the
LGSVL simulator.
Attack LiDAR prediction by trajectory. Data collection
may be delayed during LiDAR rotation in the event of a
moving vehicle. The delay may lead to distortions in the point
cloud. ADSs perform motion compensation before creating
the point cloud to address the problem. Li et al. [108]
developed a trajectory attack that exploits vulnerabilities in
the motion compensation model. The attack involved intro-
ducing perturbations to the vehicle trajectory, i.e., allowing
the victim vehicle to travel along the adversarial trajectory so
that safety objects were either missed or incorrectly detected.
The researchers simulated motion compensation models and
created a differentiable function between the point cloud and
the vehicle trajectory. The function was then used to construct
the loss function and the transferable perturbation was trained
through the PGD method.
Attack vehicle detection by adversarial objects. Adversarial
objects can attack both the camera-based and LiDAR detection
tasks in MSF. So they can indeed effectively attack each
type of detection independently. Tu et al. [11] concentrated
on attacking the LiDAR-based vehicle detection task. The
researchers connected the point cloud of the adversarial mesh
to the top of the vehicle. Then they used a genetic algorithm
for optimization. The adversarial object successfully made
the carrier invisible under LiDAR-based vehicle detection
(as shown in Fig. 16 (a)). Yang et al. [109] engineered an
adversarial license plate that was misidentified as part of
the background in camera-based detection by formulating a
tailored loss function. They iteratively optimized the adversar-
ial object using a gradient-based technique. Various vehicles
and physical contexts were substituted to improve the attack
transferability during the training phase. Fig. 16 (b) shows that
the adversarial license plate, made of aluminum, successfully
disrupted license plate recognition.

(a) Adversarial object attack

 (b) Adversarial license plate attack

Fig. 16. Attack vehicle detection by adversarial objects (image credit: [11],
[109]).

Fig. 17. Attack vehicle detection by patch (image credit: [110]).

Attack vehicle detection by patch. Shapira et al. [110]
developed an innovative adversarial patch, as shown in Fig. 17,
which can be placed on the front of a vehicle to trick the
detector and cause misclassification. The researchers carried
out patch training with a video stream of moving vehicles.
They applied the patch to all vehicles that had complete
bounding boxes within the video to improve the patch’s
universality. Their objective was to decrease the confidence
score for identifying cars while increasing it for buses by
designing a loss function. To assess the effectiveness of the
attack they printed these patches out and attached them to a
toy car’s hood. The patch carrier’s movements were recorded
and subsequently evaluated with a pre-trained model.
Attack vehicle detection by camouflage. Placing a large
camouflage on the target vehicle can deceive the vision-based
vehicle detector on the victim. Wang et al. [111] designed a
loss that removes the model’s attention away from the target
vehicle. The researchers integrated adversarial perturbations
with common visual patterns in an effort to make the attack
more stealthy. As shown in Fig. 18(a), placing the camouflage
on a large, flat area like the roof or front hood of the target
vehicle can result in this vehicle being misclassified by the
ADS. Wu et al. [112] devised a loss function with the aim
of increasing the occurrence of vehicle misclassifications. A
discrete search algorithm is used to optimize the perturba-
tion. The physical deployment strategy involves enlarging and
repeatedly applying the generated square perturbation to the
target vehicle.

Wang et al. [113] employed a differentiable neural rendering
network approach to deal with the transition from 2D plane
to 3D space. They improved the camouflage robustness by
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(a) Dual attention attack (b) DTA attack

Fig. 18. Attack vehicle detection by camouflage (image credit: [111], [114]).

iteratively updating the surroundings of the target vehicle using
a transformation function. However, neural rendering typically
focuses on the foreground image from the camera. Suryanto
et al. [114] attempted to evade detection from various view-
points by covering camouflage over the target vehicle. They
developed a differential transformation network (DTN) that
was capable of learning scene attributes, including material
properties, lighting influences, shadows, etc. The optimization
process relied on leveraging DTN gradients. Implementation
results, as seen in Fig. 18 (b), underscored the effectiveness
of their approach. These camouflage attacks were simulated
within the CARLA and were also applied to toy cars for real-
world experimentation.
Attack vehicle detection by adversarial scene. Zhu et al.
[12], [115] conducted their study on scene attacks against
vehicle detection and shared their findings in two related
papers. The first paper discussed designing an attack strategy
that uses a drone hovering at an adversarial position to cause
the front vehicle to be undetected (as depicted in Fig. 19 (a))
[12]. The main challenge of the approach was to minimize
the number of these positions while maintaining the confi-
dence level of the targeted bounding box below the detection
threshold. A heuristic-based approach was proposed to identify
the locations. The second paper was concerned with selecting
objects commonly found on real roads and placing them in
adversarial locations (as shown in Fig. 19 (b)). Their objective
was to manipulate the semantic features of the adversarial
point cloud to resemble those in specific dangerous scenes,
i.e., targeted attacks [115]. To achieve a query-based attack
the authors employed the differential evolution (DE) algorithm
[116]. Both articles involved installing a LiDAR system on top
of a sedan to simulate real-world data collection.
Attack vehicle detection by sound waves. The concept of
sound waves causing vibrations in devices was leveraged by
Ji et al. [117] to design adversarial acoustic signals. When
these signals are transmitted, the cameras capture blurred
images. These images can trick object detection on ADS by
making the targeted vehicle disappear (as shown in Fig. 20).
A model for fuzzy patterns was developed so as to make these
manipulations applicable to real signals. The model considered
the relationship between the generator and the output of the
shaking sensor. The main target of the optimization problem
was to minimize the confidence level associated with the
bounding box. The target was achieved by using Bayesian
optimization, where a surrogate model was established to ap-
proximate the black-box detector. Subsequently, the gradients

(a) Adversarial scenes with drones

(b) Attack scene with natural objects

Fig. 19. Attack vehicle detection by scene (image credit: [12], [115]).

(a) Sound waves attack (Samsung S20 in Audi Q3)

(b) Detection results before and after the attack

Fig. 20. Attack vehicle detection by sound waves (image credit: [117]).

and outputs from the surrogate model were used to identify
the possible solution.

B. Sensor-based attack

A more profound understanding of the physics behind
sensor operation is undoubtedly essential for sensor-based
attacks. In camera imaging, light is focused onto an image
sensor through a lens. The photosensitive elements on the
sensor convert this light to an electrical signal, which is sub-
sequently converted to a digital image by processing circuitry.
Researchers have discovered potential dangers upon gaining
a deeper understanding of this process, such as the light
refraction between lenses to form flares (Section III-B2) and
the ability of photosensitive elements to capture invisible light.
LiDAR, mmW radar, and ultrasonic radar work on a similar
principle with the difference in carriers. They all measure the
time from the transmitted to the received signals to determine
the distance to the target. So the idea behind their attacks
is similar or emitting a fraudulent signal. Researchers use the
phenomena of wave superposition, interference, and diffraction
to manipulate the number, frequency, direction, and other
physical factors of the returning waves.
Attack radar perception by mmWaves. The victim vehicle
lacks the capability to determine whether the signal it receives
is genuine or not, making the receiver vulnerable to malicious
signals sent from an mmWave transmitter. Sun et al. [118]
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Fig. 21. Attack LiDAR perception by laser (image credit: [121]).

recorded the signal reflected by an obstacle and subsequently
replicated that signal with a delay, inducing the victim vehicle
to believe there was another obstacle ahead. Moreover, the
authors presented another method to manipulate an obstacle’s
perceived location. In an effort to faithfully mimic the position
of the obstacle, they had to cancel out the reflected signal from
the original obstacle. A series of experiments were conducted
on the Lincoln MKZ to validate the effectiveness of the attack.
Attack LiDAR perception by optical methods. The imitated
laser received by the ADS LiDAR receiver can cause the
interpretation of a fabricated point cloud. This attack can
disable LiDAR detection as shown in Fig. 21. In a related study
of Jin et al. [119], they captured and recorded an obstacle’s
point cloud using a radar similar to the one in the victim
vehicle. A replay of the received signals was then performed
in order to evaluate the performance of the VLP-16 point cloud
under various laser emitters. In this way, they were able to find
the optimal emitter parameters. Furthermore, vehicles far away
or obscured by another can still be correctly classified even
if they possess a few points. Sun et al. [120] exploited this
susceptibility by creating sparse points using a laser emitter
ahead of the victim vehicle. Consequently, the victim’s ADS
detected a non-existent vehicle in front of it, achieving a
deceptive attack with a reduced number of point clouds.

A laser beam may strike multiple objects along its prop-
agation path, resulting in echoes that are too complex to
compute. This is why most LiDAR systems are configured
to detect the strongest echoes. Cao et al. [121] proposed an
object removal attack exploiting this rule, where the attacker
transmits the strongest echo near the sensor at the appropriate
time. The behavior results in the LiDAR receiver ignoring
true echoes, clearing the point cloud in the obstacle area. The
authors simulated their object removal technique in LGSVL
to demonstrate the attack’s impact.
Attack camera perception by optical methods. Sometimes
our visual perception may not always accurately reflect reality.
Nassi et al. [122] proposed an attack involving projectors,
drone projections, and digital billboards to display phantoms
of real-world objects. This approach has the potential to
convince the autopilot system that the phantom is real (as
demonstrated in Fig. 22 (a)). In order to determine the optimal
parameters of the phantom, the authors conducted experiments
with phantoms of varying sizes and intensities on a vehicle
equipped with an advanced driver assistance system (ADAS),
the Mobileye 630 PRO. Wang et al. [123] proposed to disrupt
camera perception by emitting imperceptible infrared light.
Their experiment involved using light within the range of
780nm− 850nm to generate traffic signs, obstacles, and can

Projected
pedestrian

(a) Phantom attack (Tesla
Model X)

(b) Invisible light attack (Tesla
Model 3)

Fig. 22. Attack camera perception by optical methods (image credit: [122],
[123])

(a) Image after attack (b) Point cloud after attack

Fig. 23. Attack MSF perception by laser (image credit: [124])

even blind the camera (as shown in Fig. 22 (b)). Both of these
attacks are carried out on a target Tesla in a manner that does
not alert the driver.
Attack MSF perception by optical methods. Hallyburton et
al. [124] introduced a method known as the Frustum attack.
The attack takes advantage of the fact that cameras capture
2D representations of AD scenes lacking spatial details. The
attacker manipulated the laser transmitter to modify the point
cloud received by the victim’s LiDAR while ensuring semantic
coherence between the image and point cloud data. Essentially
the obstacle remains visually present but its position informa-
tion provided by the point cloud is altered. The attack result
is illustrated in Fig. 23 where the injected fraudulent points
are in the red box in (b). Their presence causes the MSF to
detect the obstacle (green in (a)) at an incorrect location (red
in (b)) instead of the correct one (yellow in (b)).
Attack camera-based depth estimation by optical meth-
ods. Zhou et al. [125] developed a method for carrying out
depth estimation attacks specifically targeting stereo cameras.
Normally these cameras rely on matching a pair of images
from the left and right sides to gather information about
their surroundings. The researchers exploited the flare effect
discussed in SectionIII-B2 by using beams or spheres of
light to bring glare to the images. The attack spoofed depth
estimation by creating a false stereo correspondence between
the left and right images with these glares. As proof of attack
efficiency, they used two projectors to irradiate the DJI drone,
resulting in inaccurate measurements of distance.
Attack traffic light recognition by optical methods. Yan
et al. [126] conducted a study in which a significant security
vulnerability in the CMOS camera’s rolling shutter function
was discovered. Researchers overlaid colors on traffic signs
with laser injection techniques to cause the red and green
signals to be misidentified (as shown in Fig. 24). The authors
start by developing a model to simulate laser interference
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(a) Green light to red light (b) Red light to green light

Fig. 24. Attack traffic light recognition by laser (image credit: [126]).

(a) Attacker projector off (b) Attacker projector on

Fig. 25. Attack traffic sign recognition by projector (image credit: [67]).

accurately and then construct an optimization problem based
on the model. A grid search method was used to determine
the optimal parameters for a laser device that reverses traffic
light color judgments.
Attack traffic sign recognition by optical methods. Man et
al. [67] exploited the lens flare effect, a phenomenon where
images of traffic signs projected onto a camera lens could
be clearly captured. In cases where the attacker possessed
an identical camera to that of the victim vehicle, a model of
the camera was simulated. This model can predict the ghost
image’s location, resolution, and color based on parameters
such as light source intensity and camera position. It was
possible for authors to find the parameters where the attack
is most effective through the model. Subsequently, as shown
in Fig. 25, they used a projector to present the ideal attack
ghosting to the victim camera.

C. Defense challenge

In the arms race between defenses and attacks, defenses
are more passive as they always respond to attacks. Fig. 26
shows a timeline of the attacks investigated in this study
and the defenses during the same period. If the attacks only
target one sensor, ADSs can significantly reduce the rate of
contamination in collected data by using redundant sensors
or MSF [127]. On the other hand, MSF attacks [14] that
disrupt the stability of heterogeneous information are on the
rise while effective defenses against these attacks are still in
development. Currently, the most effective method for tradi-
tional adversarial attacks is adversarial training [128], [129].
However, retraining models is indeed expensive and time-
consuming, making it challenging to update them promptly
in response to attacks.

There are also data augmentation-based methods [130],
preprocessing-based methods [131], and approaches with ad-
ditional networks [132], [133]. For example, Vitale et al. [133]

allowed anti-hacking devices to integrate AI/ML-based AE
detectors in their CARAMEL project. Despite these efforts,
these defenses can be evaded when attackers successfully
convert the structure to a white-box [134].

A single sensor can handle different tasks, and some of them
corroborate with each other’s results. You et al. [135] detected
a LiDAR perception attack by comparing the results from an
object motion predictor with those from an object detector.
Defenders are actively exploring the operational principles of
sensors. Lou et al. [136] randomized the pulse period of the
ultrasonic radar to make it difficult for attackers to predict the
operating pattern of sensor.

Besides eliminating perturbations, defenders also look for
ways to regenerate the original image. Wang et al. [137]
combined generative models with techniques like compressive
sensing and adversarial training to propose their defense.
Moreover, taking advantage of the strong performance of
diffusion models in recent years, many strategies have been
applied in defenses with the help of their understanding and
generating abilities [138], [139]. Nevertheless, training these
models requires a long time and significant computing power,
which presents a challenge for their practical implementation
on intelligent vehicles.

In terms of the equipment, many researchers have analyzed
the physics of an attack and attempted to filter it out when it
reaches the sensor using special materials, such as polarizer
[93], [140]. High innovation in sensor technology has been ap-
parent over the past few years. However, rising costs have left
most manufacturers with a choice of value over performance.

V. PERSPECTIVES AND FUTURE DIRECTIONS

The purpose of the survey is to acquire a comprehensive
understanding of the most recent physical attacks. A multi-tag
approach was discussed to clearly define each attack through
investigation. The tag combination can explore the principles
behind physical attack design and implementation, and identify
physical threats to safe driving in the real world. A wide range
of functions, such as sensors and networks, have been seam-
lessly integrated into ADSs, and continually improving. Due
to continuous upgrades of their internal firewalls, conducting
internal ADS attacks have become increasingly challenging.
The flexibility and versatility of the physical attacks often yield
surprising results.

As ADS technology evolves, the developing trends and
requirements of physical attacks on ADS undergo significant
shifts. Following our analysis, we draw five key conclusions:
(1) Attack targets range from individual DNNs to the entire
system with sensors and networks. Moreover, a combination
of attack forms is potentially used. (2) Laser-based attacks
have become increasingly popular recently. These attacks
are inexpensive, flexible, and stealthy in execution, while
also breaking traditional constraints at the pixel level. (3)
Evaluation methods are diverse. Some studies use only the
output of perception networks for assessment, while other
attackers prefer visualizing their attack consequences on actual
vehicles or simulators. (4) There is an absence of risk analysis
that determines the level of danger associated with physi-
cal attacks. The traditional attack success rate, ASR (%) =
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2020 2021 2022 2023/2024

Common attack tasks: road lane
detection, traffic sign recognition,
vehicle detection, camera
perception, and LiDAR perception.
Sensor-based attacks chose the
optical method [122, 120, 67].
DNNs-based attacks used classical
camouflage, patch, and adversarial
objects [87, 98, 11, 109, 112]. 

Multi-Sensor Fusion (MSF) against
optical attack [127].
Adversarial training [128].
Data augmentation-based defense
[130].
AI/ML algorithm detected AEs
[133].

Polarizer-based laser filtering
[93,140].
Diffusion-based adversarial
purification technique [139].

New attack tasks: thermal infrared
detection [88], radar perception
[118], and MSF perception [14],
New attack forms: trajectory [108],
scene [32], and sound waves [117].
Patch applied to victim vehicle [95].
Optical methods used for DNN-
based attacks [99, 16, 15].

Patches used new materials [93]
and combined with other attack
forms [96]
Attack against thermal infrared
detection  was improved [89]

Pre-processing-based defense
[131].
Adversarial training [129].
Detection by aligning object
detection and motion prediction
results [135].
Physical-layer defense protecting
ultrasonic radar [136].

Sensor-based MSF attack
interacted with the victim vehicle
[124].
New attack tasks: camera-based
depth estimation [84,125], and
trajectory prediction [105, 106,
107].

Mitigating trajectory prediction
attacks with data augmentation and
trajectory smoothing [107].
Defense strategy combined
compressive sensing, generative
neural networks, and adversarial
training [137].
Diffusion models for adversarial
purification [138].
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Fig. 26. Timeline of physical attack from 2020 - 2024 and defenses in the same period.

Number of Successful Samples
Total Number of Samples × 100, is insufficient to express the

complex physical consequences. (5) Attackers or defenders
need clear threat frameworks to assist in decision-making.
Therefore, we outline future directions corresponding to the
above five points:
• Designing attacks that deceive the perception of MSF with

the consideration of the entire ADS, exploring combina-
tions of attack forms.

• Developing detection and defense against physical attacks,
specifically laser-based attacks as demonstrated in our
Laser Shield [140].

• Establishing an evaluation methodology and metrics to
assess attack effectiveness and success.

• Proposing a risk-impact assessment, considering real-life
consequences and driver or road safety.

• Using attack modeling paradigms like attack trees or graphs
etc., to cover all potential vulnerabilities/sploits and threats
for each part of the ADS perception system.

VI. CONCLUSION

The security of current ADS considering physical attacks
has become vital because of the increasing integration of ADS
into our daily lives. The evolution of physical attacks against
ADS perception is comprehensively analyzed and a four-
dimensional classification for categorizing them is proposed
in the survey. According to our analysis, the attack strategy
has evolved from targeting isolated DNNs to the entire ADS
ecosystem, from creating pixel-level digital attacks to phys-
ical attacks that exploit natural phenomena, as well as from
applying static stickers to dynamic light displays. The shift
is because attackers have an advantage in real-world attack
setups since defenders cannot control real-world scenarios in
real time. The suggested directions for future research are the
development of MSF attacks with multiple-form attacks, phys-
ical attack detection and defense, a comprehensive paradigm
for attack evaluation, risk analysis, and attack modeling.
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APPENDIX

We list the black-box victims of these articles, namely the
target system, DNNs, or sensors in Table III. One of the attacks
with common stickers [91] proved its transfer capability only
in face recognition, so we have filled in Table III with the target
white-box traffic sign recognition model. The sensor-based
attack can also be verified by the output of the perception
model. Therefore, in the black-box victim column these attacks
often have both sensors and models.
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TABLE III
TAG COMBINATION FOR ATTACK METHODS.

Attack scene
Main factors of

attack
generation

Attack tasks Attack forms Papers Black-box victim Dataset for black-box attack
generation and testing

Environment DNNs

LiDAR perception Scene [32] PointNet++ [35], SqueezeSegV3 [36], PolarSeg
[141], Cylinder3D [37]

Semantic KITTI [142],
Argoverse [143], scene in

CARLA

Adversarial objects [83] PointPillar [25], PV-RCNN [144] KITTI [48]
MSF perception [14] Baidu Apollo, Autoware (YOLOv3 [20]) COCO [47], KITTI [48]

Camera-based depth
estimation

Patch/Sticker

[84] Monodepth2 [145], Depthhints [146], Manydepth
[147] KITTI [48], real photos

Road lane detection
[86] Tesla Model S75, with the Autopilot 2.5 Real photos
[13] Openpilot v0.7.0, v0.6.6, v0.5.9 Comma2k19 [148]
[87] CARLA simulator [50] Scene in CARLA

Thermal infrared
detection

[88] Cascade-RCNN [149], RetinaNet [150] FLIR ADAS

[89] YOLOv3 [20], Faster-RCNN [24], RetinaNet
[150], DETR [151], Mask-RCNN [23] COCO [47], FLIR ADAS

Traffic sign
recognition

[91] YOLO [17] TT100K [44]

[96] Faster-RCNN [24], YOLOv3 [20], YOLOv5 [19] ImageNet [46], KITTI [48],
BDD100K [45]

[90] NanoDet4 [152] TT100K [44]

[92] ResNet-50 [39], Microsoft Cognitive Services
Image Captioning API [153] ImageNet [46], TSRD [154]

[93] YOLOv3-tiny [20] COCO [47]

Camouflage

[54] Faster-RCNN [24], YOLOv2 [18], SSD [21] COCO [47], a STOP sign image

[97] Faster-RCNN [24], SSD [21], RetinaNet [150],
CenterNet [155]

TT100K [44], a 40/h speed
limit image

[98] 3 proximity CNNs LISA [43], GTSRB [42]

Optical methods

[99] YOLOv3 [20], Mask-RCNN [23], LISA-CNN,
GTSRB-CNN, Google Vision API LISA [43], GTSRB [42]

[16] VGG-16 [38], ResNet-50 [39] ImageNet [46], real photos
[101] ResNet-50 [39] ImageNet [46], real photos
[102] LISA-CNN, GTSRB-CNN LISA [43], GTSRB [42]

[100] C3D [156], I3D [157], LRCN [158] , DN [159],
TSN [160]

HMDB51 [161], UCF101 [162],
UCF Crime [157]

[103]
Inceptionv3 [41], VGG-19 [38], ResNet-50,
ResNet-101 [39], GoogleNet [163], AlexNet

[164], MobileNet [165], DenseNet [40]
ImageNet [46], real photos

[15] ResNet-50 [39] ImageNet [46], real photos

Trajectory prediction

[105] SiamRPN [28], DaSiamRPN [29], DaSiamRPN+
[29]

VOT [166], DriveTruth [167],
real video

Trajectory [107] FQA [168], GRIP++ [30] , Trajectron++ [31] Apolloscape [169], NGSIM,
nuScenes [49]

[106] AgentFormer [170], Trajectron++ [31] nuScenes [49]

Vehicle detection

Adversarial objects
[11] PointPillars [25], PointRCNN [26], PIXOR [27] KITTI [48], real point cloud

[109] SSD VGG [21], Faster-RCNN [24], YOLO [17],
OpenALPR Images from the internet

Camouflage

[111] Inceptionv3 [41], VGG-19 [38], ResNet-152 [39],
DenseNet [40]

ImageNet [46], COCO [47],
scene in CARLA

[112] Light-Head RCNN [171] COCO [47], scene in CARLA
[114] SSD [21], Faster-RCNN [24], Mask-RCNN [23] Scene in CARLA

[113] YOLOv5 [19], SSD [21], Faster-RCNN [24],
Mask-RCNN [23] COCO [47], scene in CARLA

Patch/Sticker [110] YOLOv3 [20], YOLOv4 [172], YOLOv5 [19],
Faster-RCNN [24] Video from the internet

Scene [12] PIXOR [27], VoxelNet [173], F-PointNet [174],
PointPillars [25] KITTI [48], real point cloud

[115] PointNet [174], SqueezeSeg [36], Cylinder3D
[37], PointNet++ [35], PointASNL [175]

Semantic KITTI [142], real
point cloud

Sound waves [117] YOLOv3 [20], YOLOv4 [172], YOLOv5 [19],
Faster-RCNN [24], Baidu Apollo

COCO [47], BDD100K [45],
KITTI [48]

Sensor Camera perception Optical methods [122] Mobileye 630 PRO, Tesla Model X None

Victim vehicle

DNNs

LiDAR perception Trajectory [108] PointPillar++ [176] nuScenes [49]

Traffic sign
recognition

Patch/Sticker
[94]

Inceptionv3 [41], VGG-19 [38], ResNet-50,
ResNet-101 [39], GoogleNet [163], AlexNet

[164],MobileNet [165], DenseNet [40]
ImageNet [46], real photos

[95] YOLOv2 [18], Faster-RCNN [24] LISA [43], MTSD [177],
BDD100K [45]

Optical methods

[104] VGG-19 [38], ResNet-50 [39], GoogleNet [163],
AlexNet [164],MobileNet [165], DenseNet [40] ImageNet [46], real photos

Sensor

Camera perception [123] SONY cameras, Tesla Model 3 None

LiDAR perception

[121] VLP-16 LiDAR, Baidu Apollo 5.0, PointPillars
[25], Autoware KITTI [48]

[119] VLP-16 LiDAR, RS-16 LiDAR, PointPillars [25],
SECOND [178], Baidu Apollo None

[120] VLP-16 PUCK LiDAR, PointPillars [25],
PointRCNN [26], Baidu Apollo 5.0 KITTI [48]

MSF perception [124] VLP-16 PUCK LiDAR, PointPillars [25],
PointRCNN [26], PIXOR [27] KITTI [48]

Camera-based depth
estimation [125]

ZED camera, Intel RealSense camera, DJI drone,
OpenCV(BM, SGBM) [179], DispNet [180],

PSMNet [181], AANet [182]
None

Traffic light
recognition [126]

AR0132AT evaluation board camera, Xiaomi
dashcams, Hikvision camera, OpenMV H7

Devboard camera, Baidu Apollo
BDD100K [45]

Traffic sign
recognition [67] Aptina MT9M034 camera, Aptina MT9V034,

Ring indoor security camera, LISA-CNN LISA [43]

Radar perception mmWaves [118] Lincoln MKZ autonomous vehicle testbed (TI
IWR6843 radar), Baidu Apollo None
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