Contrast-then-Approximate: Analyzing Keyword Leakage of Generative Language Models

Zhirui Zeng, Tao Xiang, Senior Member, IEEE, Shangwei Guo*, Member, IEEE, Jialing He, Member, IEEE, Qiao Zhang, Member, IEEE, Guowen Xu, Member, IEEE, and Tianwei Zhang Member, IEEE,

Abstract—There is an increasing tendency to fine-tune large-scale pre-trained language models (LMs) using small private datasets to improve their capability for downstream applications. In this paper, we systematically analyze the pre-train and then fine-tune the process of generative LMs and show that the fine-tuned LMs would leak sensitive keywords of the private datasets even without any prior knowledge of the downstream tasks. Specifically, we propose a novel and efficient keyword inference attack framework to accurately and maximally recover sensitive keywords. Owing to the fine-tuning process, pre-trained and fine-tuned models might respond differently to identical input prefixes. To identify potential sensitive sentences for training the fine-tuned LM, we introduce a contrast difference score that assesses the response variations between a pre-trained LM and its corresponding fine-tuned LM. Following this, we iteratively fine-tune the pre-trained model using these sensitive sentences to minimize the disparity between the target model and the pre-trained model, thereby maximizing the number of inferred sensitive keywords. We implement two types of keyword inference attacks (i.e., domain and private) according to our framework and conduct comprehensive experiments on three downstream applications to evaluate the performance. The experimental results demonstrate that our domain keyword inference attack achieves a precision of 85%, while our private keyword inference attack can extract highly sensitive personal information for a significant number of individuals (approximately 0.3% of all customers in the private fine-tuning dataset, which contains 40,000 pieces of personal information).

Index Terms—Language models, Fine-tuning, Sensitive keywords, Personal information leakage.

I. INTRODUCTION

The rapid development of deep learning techniques in Natural Language Processing (NLP) has led to significant advancements in Language Models (LMs), making them fundamental to various NLP tasks, such as text classification [1], [2] and question answering [3]. Recent popular LMs, such as Google’s BERT [4] and OpenAI’s GPT family [5], are composed of multiple layers of Transformer blocks with millions of parameters [6]. Pre-training these LMs on massive text corpora collected from the Internet is a common practice [7]. Large-scale LMs can understand and generate fluent natural language [8], and minor parameter updates enable direct application to various downstream tasks. Pre-trained LMs can additionally be fine-tuned on small private datasets for domain-specific applications without incurring the high costs of training from scratch [4].

Pre-trained language models (LMs) have become a popular way to improve the utility of downstream tasks and applications. The pre-training and fine-tuning process simplifies the training of LMs, and their public availability has led to several proposed attacks [9]–[13]. These attacks have shown that large, pre-trained LMs may memorize and leak individual samples [12]. Two types of attacks are possible: membership inference [9], [10], [14], [15], which infers whether an individual is part of the training data, and sample inference [12], [16]–[20], which directly extracts information from the individuals included in the training data. The latter poses a greater threat to LMs than the former, as it enables the extraction of more sensitive information beyond just the inclusion of a given individual in the training data. However, previous research has concentrated on establishing a minimum level of memorization without distinguishing between leaked public and sensitive information. For instance, leaking common or highly duplicated phrases is not considered a privacy violation, whereas leaking sensitive keywords of individuals is [21]. We believe that a comprehensive study on the risk of sensitive keyword memorization in LMs is lacking.

In this paper, we focus on analyzing the leakage of sensitive keywords from the training data of LMs. Particularly, we concentrate on the fine-tuning process of LMs, in contrast to most of the previous attacks that target the pre-training process. This is because the extracted information from pre-training datasets is often crawled from the Internet. However, compared to the pre-training datasets, the small private dataset used for fine-tuning is usually confidential and contains massive sensitive information that should be kept private. For instance, an airline can fine-tune a text summary model from a pre-trained LM using customer feedback to enhance its customer service [22].

Multiple challenges arise when attempting to extract sensitive keywords during the fine-tuning process. First, one can easily download the pre-trained LM but usually only have black-box access to the fine-tuned LM. How to infer significantly sensitive information (i.e., keywords) from limited clues is a significant challenge. Second, instead of inferring a small part of keywords, we want to recover as many sensitive keywords as possible, thereby exacerbating the threat of the attack. However, this goal is difficult to accomplish without prior knowledge of the private dataset utilized in the fine-tuning process.

To address the challenges, we design a novel and efficient attack framework to infer sensitive keywords from the fine-
tuning process. Our framework can perfectly match the black-box setting and does not require any prior information about the targeted fine-tuned LM. It entails three core steps: sensitive sentence identification, sensitive dataset construction, and keyword extraction. We have leveraged the fact that pre-trained and fine-tuned models may exhibit behavioral differences for the same input prefix, owing to the fine-tuning process. Therefore, we first capitalize on the memorability of the target LM, which was fine-tuned on the private dataset, and propose a novel contrast difference score to identify sensitive sentences by comparing the responses of the pre-trained and fine-tuned (target) LMs on the same inputs. To maximally recover sensitive keywords, we fine-tune the pre-trained LM with the identified sensitive sentences and iterate the above process to reduce the difference between the latest fine-tuned and target LMs, from which we construct the sensitive dataset. This process could bridge the gap between the target LM and the pre-trained LM, enabling us to identify more sensitive sentences. We finally infer the keywords of the fine-tuning dataset by identifying the keywords of the sensitive dataset. To ensure reproducibility, we employ standard keyword extraction techniques for various forms of keyword inference attack.

In our attack experiments, we utilize our framework to implement two types of sensitive keyword attacks: domain and private. For our pre-trained LM, we employ a representative LM GPT-2 [5] released by OpenAI. We conduct our attacks on three specific downstream applications that are fine-tuned using three different types of private datasets. Our comprehensive experiments and analysis demonstrate that our domain keyword inference attack can infer domain keywords with a precision of 85%. Furthermore, our private keyword inference attack can extract massive amounts of personal private information from over 120 users, accounting for approximately 0.3% of all customers in the private fine-tuning data. Our novel attacks that utilize the proposed contrast difference score for sensitive keyword selection can extract up to 4 times more personal private information than random selection and 100 times more than state-of-the-art attacks.

Our main contributions are as below:

- We initially investigate the risk of sensitive keyword memorization in LMs and accordingly introduce the keyword inference attack targeting the fine-tuning process.
- We propose a novel and efficient attack framework to accurately and maximally recover sensitive keywords.
- We implement domain and private keyword inference attacks on multiple downstream applications to evaluate the effectiveness of our attacks.

**Paper Organization.** The rest of the paper is organized as follows: Section II provides an overview of related works, while Section III introduces some basic concepts relevant to generative language models and their implementation in the attacks presented in Section V. Section IV outlines the threat model and the taxonomy of the attacks, and presents their definitions. In Section V, we present the details of our domain keyword inference attack and private keyword inference attack. Our experiment results are presented in Section VI, followed by conclusions in Section VIII.

**II. RELATED WORK**

Recent studies [12]–[14], [23] have exposed the vulnerability of LMs to privacy attacks. These attacks can be classified into two categories based on the target privacy information they intend to reveal, namely inference attacks on input and training data. Table I presents these attacks.

A. **Inference Attacks on Input Data**

LMs serve as common embedding models for extracting the representation of input sentences. However, some inference attacks [14], [23] have revealed that embedding codes store information about the input data, including sensitive personal information. For instance, [14] conducted a white-box and black-box attack, training an inversion model that receives a text embedding code and produces the private words within the input sentence. Sometimes, attackers may focus on specific sensitive words appearing in the input data within the embedding. Meanwhile, [23] developed an attack model against embedding models, training it to detect sensitive information from the word sequence’s embedding vector representation.

B. **Inference Attacks on Training Data**

Numerous studies have demonstrated that large language models memorize the training data and it is possible to infer sensitive details of the training data by assuming a reasonable attack model.

1) **Membership inference attacks:** Membership inference attacks [9], [10], [14], [15] aim to determine if a sample belongs in the training dataset and these attacks have been applied to target LMs. [9] proposed a user-level membership inference technique to enable LM auditing and determine if one’s data was part of the training data. Discovering that the training data’s words and sentences are more similar to each other than those not used when training, [14] designed a similarity score for identifying membership. Moreover, [15] evaluated the model’s memorization across various fine-tuning approaches using a threshold-based membership inference attack.

2) **Sample inference attacks:** Different from member inference attacks that have access to some private data and aim to judge whether the private data is used to train the model, sample inference attacks intend to extract sensitive training samples from a given pre-trained or downstream LM, which are more harmful and more difficult to conduct. [12] primarily focused on generative LMs available to the public, using six metrics, such as perplexity, to establish and select sensitive training data from the target model. To generating more diverse samples from the LM, one of their text generation strategies are feeding a prompt derived from internet scraping data to the model. This sampling strategy ensures that they will generate samples that are similar in nature to the type of data GPT-2 was trained on. [11] examined the information leaks occurring in LM updates and proposed the differential score metric to distinguish the variation between the LM snapshots before and after the update. [16] tried to extract the private information of the training data for fine-tuning pre-trained LMs by modeling...
the behavioral changes between the pre-trained and fine-tuned LMs. [17] developed two metrics to detect the user-level data leak by measuring the model’s ability to produce unique sentence fragments from the training data. They use each sequence in the training data as prompt to run the model. Their study revealed that data leakage hinges on various factors and proposed some mitigation suggestions. Recently, studies have elaborated on the leakage of personal data in masked language models, particularly those trained using clinical BERT models [18], [19] or large language models [20]. All these studies test the model using generic prompts to fill in masked tokens that represent the private information they wish to recover.

Few studies have explored the memorization of private personal information through sensitive keywords. Such keywords can be highly sensitive and their leakage can be damaging. Therefore, in this paper, we concentrate on analyzing the leakage of sensitive keywords from training data. On the other hand, these attacks mainly focus on the process of model pre-training, thus mainly extracting privacy information from the training datasets of pre-trained models. These training datasets, however, are usually large corpora crawled from the public Internet, which has no access to particular and specific users’ confidential information. Instead, we aim to analyze the fine-tuning process and extracting the sensitive information from these small fine-tuning datasets.

### III. Preliminaries

We will first present a primer on generative language models, followed by an introduction to utilizing zlib compression and generative techniques to extract keywords from sentences.

#### A. Generative Language Models

Machine learning models that generate natural language are used in various applications, including automatic caption generation, language translation [24], and next-word prediction [25]. Generative language models are autoregressive and operate on a fixed set of known tokens, referred to as the model’s vocabulary, denoted by $\mathcal{V}$. They model the probability of a sequence of tokens $x_1, \ldots, x_i$ as the product of the per-token probabilities conditional on their prefix $Pr(x_i|x_1, \ldots, x_{i-1})$:

$$Pr(x_1, \ldots, x_{i-1}, x_i) = \prod_{i=1}^{n} Pr(x_i|x_1, \ldots, x_{i-1})$$  \hspace{1cm} (1)

The Transformer neural network architecture [26] is used in state-of-the-art language models. During training, one objective is to maximize the negative log-likelihood of the language model predicting the next token in training sentences given a prefix [27].

Equation 1 provides a probability distribution over all tokens in the vocabulary $\mathcal{V}$, which can be represented as a tree with $|\mathcal{V}|$ branches at each level. To generate text, the tree is traversed iteratively using greedy decoding [28], top-k sampling [29], or a beam search algorithm [30], while conditioning the language model on all preceding tokens.

Pre-training and fine-tuning are essential steps in developing state-of-the-art generative language models. During pre-training, the model is trained on a significant amount of unlabeled text data using a self-supervised learning approach [4]. The objective of pre-training is to acquire general language representations that capture the underlying structure and patterns of natural language. Fine-tuning follows pre-training and involves using a smaller labeled dataset to train the model on a specific task, such as text generation or language understanding. During fine-tuning, the pre-trained model’s weights are updated based on the labeled data of the specific task. This approach is known as transfer learning [31], as the model can leverage the pre-trained knowledge to improve performance on the new task.

The process of pre-training and fine-tuning has gained popularity because it enables developers to train language models using limited labeled data, which is often a significant bottleneck in various NLP applications. The pre-trained models can capture diverse linguistic patterns and structures, allowing them to generalize better to new tasks with limited training data. Fine-tuning can then be performed on the specific task, resulting in a model that is accurate and efficient.

#### B. Zlib Compression

Zlib [32] is a software library utilized to compress data through the DEFLATE algorithm, found in gzip file compression program [33]. The Zlib entropy is a measure of the randomness and predictability of the compressed data, with low entropy indicating higher compression rates. To determine the entropy of data compressed using Zlib, a frequency table is constructed, counting the occurrence of each symbol in the uncompressed data. The probability of each symbol’s

<table>
<thead>
<tr>
<th>Category</th>
<th>Index</th>
<th>Model</th>
<th>Settings</th>
<th>Prompt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inference Attacks on Input Data</td>
<td></td>
<td>Pre-trained</td>
<td>Fine-tuned</td>
<td>Black-box</td>
</tr>
<tr>
<td>V. Shmatikov [9]</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>S. Yoon [10]</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>C. Song [14]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>X. Pan [23]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>F. Mesbahzadeh [16]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>T. Vakili [18]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>E. Leifman [19]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>N. Carlini [12]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>H. A. Far [17]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>J. Huang [20]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sample Inference Attacks</td>
<td>Ours</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Membership Inference Attacks</td>
<td></td>
<td>Pre-trained</td>
<td>Fine-tuned</td>
<td>Black-box</td>
</tr>
<tr>
<td>H. A. Far [17]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>J. Huang [20]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sensitive Keyword Attack</td>
<td>Ours</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

**TABLE I:** Taxonomy of privacy inference attacks.
appearance is then calculated by dividing its frequency by the length of the data. This process can be formalized using the following equation:

\[- \sum_{i=1}^{n} p(i) \log_2(p(i))\]  \hspace{1cm} (2)

where \(p(i)\) is the probability of symbol \(i\) appearing in the uncompressed data, and \(n\) is the total number of symbols.

The formula calculates the information entropy or self-information for each symbol \(i\). The sum of the information entropy for all symbols provides the overall Zlib entropy value. Text compressors can identify repetitive, meaningless, or uninteresting patterns [12]. To filter out such patterns, we suggest a straightforward approach using Zlib compression. We estimate the Zlib entropy of the text by computing the number of bits of entropy when compressed with Zlib compression.

C. Keyword Extraction

Extracting keywords from large, diverse datasets with many documents can be challenging. Traditional methods, such as rule-based or frequency-based approaches, may not be adequate. Instead, advanced techniques like generative extraction, which employ machine learning algorithms to identify relevant keywords based on statistical patterns and data relationships, are becoming more popular in fields like natural language processing and information retrieval. However, these methods can be computationally intensive and require substantial amounts of training data. In this paper, we use KeyBERT and NER-BERT as our keyword extraction models:

KeyBERT [34] utilizes BERT embeddings [35] and unsupervised learning to extract keywords and keyphrases. Four main steps are included as it works: (1) BERT-based embeddings: It uses the pre-trained BERT model to generate contextualized word embeddings for each sentence in the input text; (2) Sentence clustering: KeyBERT then applies clustering algorithms, such as k-means, to group similar sentences together based on their embeddings; (3) Maximal Marginal Relevance (MMR) scoring: After clustering, KeyBERT uses the MMR algorithm to score each sentence based on its relevance and diversity within each cluster; (4) Keyword extraction: Finally, KeyBERT extracts the most important keywords or phrases from the top-ranked sentences. KeyBERT provides an efficient and effective way to extract the most informative keywords or phrases from text data, making it a popular choice for tasks such as document summarization and content analysis.

NER-BERT [36] is a pre-trained model designed named entity recognition (NER). The approach integrates two powerful deep learning models, BERT and a conditional random field (CRF) and comprises four primary steps: (1) BERT-based embeddings: It first uses the pre-trained BERT model to generate contextualized word embeddings for each token in the input text; (2) Fine-tuning BERT: Next, it fine-tunes the BERT model for named entity recognition by training it on labeled data; (3) CRF: A CRF layer considering the dependencies between neighboring tokens is then added to improve the overall accuracy of named entity recognition; (4) Inference: Once the model is trained, it can be used to predict named entities in new input text. NER-BERT has achieved state-of-the-art performance on various named entity recognition benchmarks and is widely used in natural language processing applications such as information extraction, question-answering, and sentiment analysis.

IV. THREAT MODEL

We consider the generative NLP scenario with the pretrain-then-finetune learning strategy, where the pre-trained generative LM is trained on a large amount of unlabeled raw data and then fine-tuned for downstream tasks with limited private data. This includes domains such as natural language generation, chatbots, content recommendation systems, and more, where fine-tuning on private data is prevalent. Figure 1 illustrates the architecture of our keyword inference attack, which comprises the following entities. (1) Pretrained Generative Model \( \mathcal{F} \). Existing popular generative LMs are mainly Transformer variants, consisting of millions of learnable parameters. They are pretrained on extremely large corpus such as the English Wikipedia in a unsupervised mode [37], which allows the models to learn more general features of the language. The well-trained \( \mathcal{F} \) can generate meaningful sentences when given prefixes. In particular, given the \( i \)-th word/token, \( \mathcal{F} \) outputs the probability of the next token \( \mathcal{F}(x_1, ..., x_i) \). With the softmax operation, the probability of the next token is:

\[ Pr(x_{i+1}|x_1, ..., x_i) = \text{softmax}(\mathcal{F}(x_1, ..., x_i)) \]  \hspace{1cm} (3)

In our experiments, we adopt the widely used GPT-2 as the pre-trained LM. (2) Downstream User. With the small private dataset of a specific domain \( \mathcal{D}_p \), the downstream user fine-tunes the pre-trained LMs and obtains the fine-tuned \( \mathcal{F}_p \) to enhance model performance on the corresponding downstream applications or fields. Since training a large-scale pre-trained LM are highly expensive, state-of-the-art well-trained LMs are usually downloaded from publicly available sources. Compared with the training data for pre-training, the fine-tuning data is likely to contain more sensitive and private information for the downstream applications.

A. Adversary Capabilities

We consider the fine-tuned generative LM as an oracle in this study, with the adversary only able to access the target
model through the black-box setting. In this study, we assume that the adversary has access to the pre-trained LM and can fine-tune it to some extent. The adversary can simultaneously query the pre-trained and target LMs to generate word sequences and their probability, but cannot examine the weights or hidden states of the target LM. Furthermore, we assume that the adversary has no prior knowledge about the fine-tuning dataset of the target model such as the distribution and the size of the dataset. This threat model is highly practical as various LMs can be queried by APIs in the black-box setting. For example, many models of the GPT family can be accessed in this manner. While certain models using users’ datasets have implemented privacy protection measures, such as differentially-private training [38], [39], there is still a substantial risk of private information leakage when these models are released.

B. Attack Taxonomy and Goals

We consider two types of keyword inference attacks: domain and private. The domain keyword inference attack aims to infer the keywords of the finetuning dataset that contain related domain sensitive information. With the domain keywords, the adversary can profile the private fine-tuning dataset, which can further reconstruct a similar dataset for other malicious purposes. Alternatively, the private keyword inference attack enables the adversary to infer more specific user personal private information in the target dataset. Such an attack would seriously violate the privacy of data owners who voluntarily provide their private data for fine-tuning purposes.

1) Domain keyword inference attacks: In our domain keywords inference attack, the adversary is primarily interested in inferring the domain-related keywords of the target dataset. Contrary to extracting precise sections of the training dataset, the goal of this attack is to indiscriminately extract the keywords of the target dataset that related domain sensitive information. For example, in the sentence “Women with early breast cancer (less than 3 cm) and no palpable axillary nodes were recruited’, “breast cancer” is considered the domain keyword. By identifying the keyword, the adversary can infer that the private dataset is likely related to the medical domain, potentially involving surgeries or patient symptoms of breast cancer, which facilitates profiling the fine-tuning dataset. Thus, domain keywords can be highly sensitive, containing confidential and unpublished information.

2) Private keyword inference attacks: In contrast to domain keyword inference attack, private keyword inference attack is more specific and targeted. The adversary is more curious about sensitive information of specific users, such as their name, location, and organization, contained in the fine-tuning dataset. This attack is much more challenging to conduct than the domain keyword attack. By launching a private keyword inference attack, the adversary can construct a library of personal sensitive information gleaned from the target model, which is extremely harmful. For example, an airline company wants to refine its customer service experience and employs customer reviews to fine-tune a pre-trained language model. If the adversary were to obtain customers’ personal information contained in the reviews, such action would be deemed a severe violation of customers’ privacy and even be dangerous to personal safety.

V. KEYWORD INFERENCE ATTACKS

A. Overview

Although the pre-train and fine-tune paradigm provides a direct and effective way to fine-tune and apply state-of-the-art pre-trained generative LMs to the corresponding downstream tasks and applications, we find this process is accompanied by hidden privacy risks. We intend to analyze the fine-tuning leakage and infer sensitive keywords of the private fine-tuning dataset. Our key insights are two-fold. First, due to the memorability of the fine-tuned model, we filter out sensitive sentences by comparing the difference between the responses of the pre-trained and fine-tuned LMs. Then we continuously fine-tune the pre-trained LM to reduce the difference between the new fine-tuned and target LMs to maximize the extraction of sensitive keywords. We propose a novel keyword inference attack framework to extract sensitive keywords of the private fine-tuning dataset, which consists of the following three steps.

• Sensitive Sentence Identification. We generate a large number of sentences by unconditional sampling from the target model and then identify sensitive sentences from the candidates.

• Sensitive Dataset Construction. We next iteratively run the sensitive sentence identification process and use the filtered sensitive sentences to fine-tune the pre-trained model and merge all the sensitive sentences as the sensitive dataset.

• Keyword Extraction. We further identify and filter the specific keywords of the sensitive sentences in the sensitive dataset.

Figure 2 illustrates the pipeline of our keyword inference attack framework. Details of all three sentence identification, dataset construction, and keyword extraction steps follow shortly in this section.

B. Sensitive Sentence Identification

1) Candidate sentence generation.: We first generate candidate sentences by continuously feeding $F_p$ with an empty input “[””. To increase the diversity of the generated sentences, we randomly sample a token from the output tokens with top k highest probability values (i.e., top-k sampling) [29] as the last token of the next query. Then, we can obtain a sentence as the candidate sentence by repeating the query process until $F_p$ outputs the $[EOS]$ (end of the sentence) token or the sentence length reaches the pre-set bound.

Determining the optimal value of k poses a challenging task. A higher value of k results in $F_p$ generating tokens with lower confidence, which could lower the likelihood of generating memorized samples. Nevertheless, a smaller k is known to narrow down the diversity of candidate sentences. Sentences with high diversity play a crucial role in maximizing our ability to extract the target model’s memorized sensitive keywords.

For example, in our experiments, candidate sentences often contain numerous repetitive words when k is set to 20. To
alleviate this issue, we implement a time-decay strategy to regulate the token selection process. When generating a sentence, we initially select a token at random from the top $k + t$ most probable tokens. Here, the variance parameter $t$ acts as the offset. Increasing the offset value enhances the diversity of the model’s output. However, maintaining a consistently high offset value throughout the sentence generation process may cause the sampling process to deviate from the memorized output. Therefore, we implement an offset that follows a time-decay function [12], starting at $t = 20$ and reducing to $t = 10$ within the first 10 tokens of the sequence. This strategy enables the language model to explore high-diversity tokens while still following high-confidence paths during sentence generation.

2) Sensitive sentence identification.: We initiate the process by employing the target language model $F_p$ to generate candidate sentences, followed by querying the pre-trained language model $F$ with the prefixes of these candidate sentences to replicate the sentence generation process. Through this procedure, we acquire the candidate sentences along with their corresponding probability vectors. The identification of sensitive sentences is then facilitated by assessing the difference between the probability vectors of $F$ and $F_p$. Formally, for a given candidate sentence $S$, we query the pre-trained language models with the prefixes $S[1 : l]$ of $S$. Next, we utilize the strategy for the candidate sentence generation to select the next token and record the corresponding probability value of the selected token. This selected token is concatenated as a new prefix $S[1 : l + 1]$, and the pre-trained language models are queried again with this new prefix of $S$. This process repeats until the candidate sentence $S$ is fully generated. Then, we can obtain the probability vector of $F$ to predict each token of $S[1 : l]$. Note that the probability vectors of $F_p$ can be obtained during the generation of the candidate sentence. We denote the probability vectors as $\theta$ and $\theta_p$.

To determine whether a sentence contains sensitive keywords (i.e., a sensitive sentence), we exploit the fact that $F$ and $F_p$ may have a behavioral difference for the same prefix due to the fine-tuning process. Thus, to quantify the such behavioral difference, we design a novel metric, Contrast Difference Score. Concretely, we use the Kullback-Leibler (KL) divergence [40] between two probability vectors $\theta$ and $\theta_p$ as the contrast difference score.

**Definition 1:** (Contrast Difference Score) Let $F$ and $F_p$ be the pre-trained and fine-tuned LMs. $S$ denotes the sentence that is generated by $F$ and $F_p$ with the same prefix of length $l$. $\theta$ and $\theta_p$ are the probability vectors of $F$ and $F_p$ to generate $S[1 : l]$, and $\omega$ is the generated word. The contrast difference score of $F$ and $F_p$ on $S$ is defined as

$$S_{\text{con}}(\theta|\theta_p) = \sum_{\omega} p(\omega|\theta) \log \frac{P(\omega|\theta)}{P(\omega|\theta_p)}$$  \hspace{1cm} (4)

a) Selection Rationale: The selection of the contrast difference score as a method for sensitive sentence identification in our study was driven by its efficacy and applicability. A higher KL divergence score indicates a lower similarity between two distributions and thus a higher contrast difference score indicates a lower similarity between two probability vectors, which illustrates how different $F$ and $F_p$ predict the tokens in the sentence. Table II displays an example of the contrast difference scores of two types of sentences, where $F_p$ is fine-tuned from GPT-2 using the PubMed dataset [41]. The private sentences in the table are from the fine-tuning dataset $D_p$, while the public sentences are randomly selected from the Internet. We can observe that the contrast difference score of the sentence from $D_p$ is much higher than that from the Internet. To further investigate the validity and generality of the contrast difference score, in our paper, we randomly sampled around 4000 samples from the PubMed dataset (i.e., the fine-tuning dataset) and the SST-2 dataset (a public dataset from the Internet recording movie reviews), and then acquired the average of contrast difference scores as 1.05 and 0.28 respectively. This demonstrates the effectiveness of our contrast difference score to distinguish sentences originating from to sensitive target datasets. Experimental results on other different datasets (PubMed, Rotten Tomatoes and Skytrax) demonstrate the generalization ability of our contrast difference score.

b) Addressing Sensitivity: After computing the contrast difference score of a sentence, it is necessary to utilize a threshold value $\delta$, to determine whether the sentence is sensitive enough, i.e., contains sensitive keywords. There is a potential risk associated with the sensitivity of the contrast difference score to variations. If the threshold value of contrast difference score is not appropriate, it might raise high false negative/positive rate. To mitigate this, we conduct a comprehensive analysis of the distribution of the contrast difference...
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ergentency of a thickened AAF (TAAF) in these infants.

Of the 86 infants randomized, CMPA with eHF intolerance was confirmed in 75 infants; all of them tolerated the allocated AAFs.

We detail our implementations for the domain keyword inference attack below. We first identify sensitive sentences and construct the sensitive dataset that contains domain keywords. Then, we use KeyBERT\(^1\) to extract keywords from our sensitive dataset. We collect the extracted keywords to generate our domain keyword dataset for further inference.

\(^1\)https://maartengr.github.io/KeyBERT/index.html
information. For example, ‘P Howell’ and ‘K Nguyen’ are first obtained in the name list. We then input these words as prefixes into the target model one by one and output the most likely next word each time, that is, to set top-k to 1. (3) Privacy repository construction. After restoring privacy information, we extract useful information from the private sentences to construct a private repository. To this end, one way is to extract relevant information based on the rules of the generated sentence format. More specifically, after the privacy information reconstruction process, most of the sentences we recover will have a similar structure. For example, we may obtain this kind of sentence: ‘P Howell is a Germany who flew on adria-airways on 2015-04-10 and says Outbound flight …’. Therefore, we can match and extract sensitive personal information based on this sentence pattern. Of course, not all sentences follow this fixed format. To maximize the extraction of sensitive keywords, we can thus exploit the other way, i.e., NERBERT to identify and extract other useful information based on the semantics of the sentence.

VI. EXPERIMENTS

This section evaluates the proposed domain and private inference attacks from different aspects. Firstly, we introduce the common experimental setup, including the models and baselines used. Next, we present the specific configurations and experimental results of the domain and private inference attacks. The code and data used in this paper are available at https://github.com/zzrhh/keyword_inference_attacks.

Models. We evaluate our keyword attacks on LMs that are fine-tuned from pre-trained GPT-2 provided by OpenAI through the Huggingface Model Hub 2. All experiments are conducted on LMs that are trained on the next-word prediction task and pre-trained on the WebText [5] dataset, which consists of 40GB of English text scraped from the Internet. GPT-2 uses a byte-pair encoder [42] for tokenization. More specifically, we conduct experiments with GPT-2 small (124M parameters) and follow the common way of fine-tuning to fine-tune the entire model each time. We implement our keyword inference attacks in the black-box settings. We set an adaptive prefix length of sentences and the default value is set as the half length of each sentence, i.e., $l = \frac{S}{2}$ (1/2, for short), where $S$ denotes the length of the sentence $s$. We retain about 84% of the meaningful sentences using the zlib entropy.

Baselines. We implement the following keyword inference attacks as baselines.

- **Random**: the method that randomly selects the generated sentences from the target LMs for further keywords extraction;
- **Non-iteration**: the simplified version of our attack which does not use the filtered dataset to fine-tune the pre-trained LM in each iteration of the sensitive dataset construction.
- **Sample recovery** [12]: the attack exploiting the model’s memorization ability to recover training samples of large pre-trained LMs. As a baseline in this paper, we transfer this attack to target the fine-tuning model.

- **Ours**: the attack proposed in Section V.

A. Domain Keyword Inference Attack

1) Configurations: We fine-tune GPT-2 with 100,000 sentences for each downstream application and generate 20,000 candidate sentences by querying each target LM in each iteration of the sensitive dataset construction. During the text generation process, the top-k sampling algorithm was utilized with a value of k set to 20 and an offset t (as described in Section V) set to 10. Furthermore, in each iteration, the model $F$ will undergo 200 epochs of fine-tuning. For sensitive datasets, the KeyBERT model will be used to extract keywords, where each sentence corresponds to a keyword. In addition, we provide details of the other specific experimental setup, including the datasets and evaluation metrics used.

Datasets: The evaluation spans datasets from the medicine and movie domains: (1) PubMed [41] consists of approximately 200,000 abstracts of randomized controlled trials, totaling 2.3 million sentences. Each sentence of each abstract is labeled with their role in the abstract using one of the following classes: background, objective, method, result, or conclusion; (2) Rotten Tomatoes3 consists of approximately 17,000 movies and their related critic reviews scraped from Rotten Tomatoes.

Metrics: We evaluate our domain keyword inference attack performance using Recall, Precision, and F1 score. Consistent with the attack definition, we specify members (i.e., the extracted keywords that appear in private datasets) as positive data points and non-members (i.e., the extracted keywords that disappear) as negative data points. Precision is the ratio of predicted correct keywords to all keywords in our constructed sensitive dataset, Recall is the ratio of predicted correct keywords to all keywords in the target dataset, and F1 score [43] is the harmonic mean of precision and recall. Precision measures the attacker’s confidence that a generated keyword also appears in the target dataset while Recall focuses on the number of sensitive keywords in the target dataset that are at risk of being extracted.

2) Evaluation results: Using Precision, Recall, and F1 score, we first evaluate the overall performance of our domain keyword attacks against medicine and movie applications. The results are shown in Figure 4 and Table III. We also analyze the advantage of extracting phrases other than keywords from the datasets, as shown in Table V. Finally, we evaluate the effectiveness of different fine-tuning methods used, as depicted in Figure 5.

Overall evaluation: Figure 4 depicts the performance of our domain keyword inference attack on the medical dataset PubMed. In each iteration, we use KeyBERT to extract domain keywords from the sensitive dataset. We provide the corresponding Recall, Precision, and F1 score with respect to each iteration on our sensitive dataset, as shown in Figure 4 (a), 4 (b), and 4 (c), respectively. Meanwhile, the Recall of newly generated keywords in each iteration is also illustrated in Figure 4 (d) to demonstrate the advantage of our attack.

3https://www.kaggle.com/datasets/stefanoleone992/rotten-tomatoes-movies-and-critic-reviews-dataset
Our pipeline runs for only 10 iterations, after which it attains an improvement of 3.05% in the F1 score. More specifically, we can achieve a higher recall without sacrificing precision, which we believe is more critical in a black-box setting for keyword extraction. This ensures confidence in the extracted keywords. Additionally, after 10 iterations, our recall is 3.91%, which is already very close to the maximum value (5.45%) of recall. We also observe similar results on Rotten Tomatoes, which further illustrates the versatility and effectiveness of our attack.

Moreover, we also conducted experiments related to jailbreak attacks [44], which aim to manipulate the large language model to generate unintended responses. Our comparative experiment with jailbreak attacks (refer to Table IV) substantiates the effectiveness of our attack. Specifically, we utilized five mainstream jailbreak methods (AIM, Base64, PI, Zulu and RWA) in large language models (LLMs) for comparison.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>68.92%</td>
<td>2.10%</td>
<td>4.08%</td>
<td>83.84%</td>
<td>3.15%</td>
<td>6.06%</td>
</tr>
<tr>
<td>Non-iteration</td>
<td>70.07%</td>
<td>2.25%</td>
<td>4.36%</td>
<td>82.16%</td>
<td>3.29%</td>
<td>6.32%</td>
</tr>
<tr>
<td>Sample recovery</td>
<td>70.51%</td>
<td>2.26%</td>
<td>4.37%</td>
<td>80.29%</td>
<td>3.21%</td>
<td>6.17%</td>
</tr>
<tr>
<td>Ours</td>
<td>71.90%</td>
<td>3.91%</td>
<td>7.42%</td>
<td>84.98%</td>
<td>6.73%</td>
<td>12.48%</td>
</tr>
</tbody>
</table>

Table IV: Overall evaluation of jailbreak attacks.

The advantage of extracting phrases: On the other hand, we also use the KeyBERT to extract phrases other than individual words as keywords to show the effectiveness of our attack. In this case, our attack is able to obtain more sensitive information, which could pose a more serious threat to the target model. Table V displays the extracted phrases from the sensitive dataset using our method, along with the number of iterations.

Using fine-tuning operations to extract more sensitive keywords for each iteration. Among all baselines involved, our proposed attack attains the highest Recall, Precision, and F1 score in almost every iteration, especially after 10 iterations, our attack can gain a definite advantage. We owe the improved performances to using our contrast difference score to identify sensitive keywords. Moreover, the result in Figure 4 (d) demonstrates that our proposed method can outperform the baselines containing the highest Recall to extract new keywords in iteration. This is achieved by using the obtained filtered dataset to fine-tune the pre-trained LM.

Table III further demonstrates the specific results of Precision, Recall, and F1 scores among three methods after the final iteration. It shows that our constructed sensitive dataset contains more domain keywords than the ones derived from the baselines. Our proposed method, which utilizes the contrast difference score to select sensitive sentences, achieves an 3.34% improvement in F1 score compared to the baseline approach of random selection (Random). Meanwhile, the proposed strategy that exploits the filtered dataset to fine-tune the target model can obtain a 3.06% gain compared to not doing so (Non-iteration). Furthermore, our method performs better than the existing attack against pre-trained LMs (Sample recovery), which attains an improvement of 3.05% in the F1 score. More specifically, our pipeline runs for only 10 iterations, after which we obtain a sensitive dataset containing 4,651 sentences. We can extract an equal number of keywords from these sentences. In comparison, our training data includes 85,292 sentences (excluding some meaningless characters). Consequently, although our precision can reach 100%, our recall is constrained to 5.45% (4561/85292). Thus, when dealing with a large training dataset, achieving a high recall in a limited number of iterations is challenging. However, as depicted in Figure 4 (b), our method maintains a stable precision as the number of iterations increases. Therefore, if the training dataset comprises fewer sentences or if we run more iterations, we can achieve a higher recall without sacrificing precision, which we believe is more critical in a black-box setting for keyword extraction. This ensures confidence in the extracted keywords. Additionally, after 10 iterations, our recall is 3.91%, which is already very close to the maximum value (5.45%) of recall. We also observe similar results on Rotten Tomatoes, which further illustrates the versatility and effectiveness of our attack.
Although ultrasound therapy is used to treat calcific tendinitis of the shoulder, its efficacy has not been rigorously evaluated.

The retention of calcium, phosphorus, sodium, potassium, copper, and zinc also did not differ between groups, and nitrogen intake did not affect mineral retention.

For children vaccinated with a fourth dose of DTaP, which was the same DTaP as received in the primary series, fever and injection site redness, swelling, and pain increased in prevalence compared with the third dose in the primary series.

The maximum resting pressure in the anal canal is greatly raised after hemorrhoidectomy.

We assess personalized ultrasound therapeutic management according the CT method when developing specific preferences.

We estimate body nitrogen intake after wine [NO consumption] in elderly women.

For children vaccinated by ELEN or ME I am confident we could demonstrate good sensitivity during immunocorruptive treatments by recording occurrence or adverse CNS or ASD reactions as defined (ESwSIDS - 4) along PTID exposure thresholds.

While most men (N 1 940 women mean + LGBi + SD x hrs ) were LIFTD individuals formatted towards anterior, this new trial group preferred TOFS with 30 kg excrion resting pressure : 76 + / 005 to 84 54 - kg.

TABLE V: Comparison between the sentences of PubMed and the sensitive dataset identified by our domain keyword inference attack.

<table>
<thead>
<tr>
<th>Target Dataset</th>
<th>Sensitive Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Although ultrasound therapy</strong> is used to treat calcific tendinitis of the shoulder, its efficacy has not been rigorously evaluated.</td>
<td>We assess personalized ultrasound therapeutic management according the CT method when developing specific preferences.</td>
</tr>
<tr>
<td>The retention of calcium, phosphorus, sodium, potassium, copper, and zinc also did not differ between groups, and <strong>nitrogen intake</strong> did not affect mineral retention.</td>
<td>We estimate body nitrogen intake after wine [NO consumption] in elderly women.</td>
</tr>
<tr>
<td>For <strong>children vaccinated</strong> with a fourth dose of DTaP, which was the same DTaP as received in the primary series, fever and injection site redness, swelling, and pain increased in prevalence compared with the third dose in the primary series.</td>
<td>For children vaccinated by ELEN or ME I am confident we could demonstrate good sensitivity during immunocorruptive treatments by recording occurrence or adverse CNS or ASD reactions as defined (ESwSIDS - 4) along PTID exposure thresholds.</td>
</tr>
<tr>
<td>The maximum <strong>resting pressure</strong> in the anal canal is greatly raised after hemorrhoidectomy.</td>
<td>While most men (N 1 940 women mean + LGBi + SD x hrs ) were LIFTD individuals formatted towards anterior, this new trial group preferred TOFS with 30 kg excrion resting pressure : 76 + / 005 to 84 54 - kg.</td>
</tr>
</tbody>
</table>

**TABLE V:** Comparison between the sentences of PubMed and the sensitive dataset identified by our domain keyword inference attack.

**Impact of fine-tuning methods:** We also investigate the impacts of different fine-tuning methodologies in our domain keyword inference attack. We compared our keyword extraction methods with some mainstream methods. TextRank [48] is an algorithm based on PageRank [49], which is often used in keyword extraction and text summarization. Term Frequency - Inverse Document Frequency (TF-IDF) [50] is a widely used statistical method in natural language processing and information retrieval. It measures how important a term is within a document relative to a collection of documents. Yake [51] is a light-weight unsupervised automatic keyword extraction method which rests on text statistical features extracted from single documents to select the most important keywords of a text. Table VI shows the corresponding results. We noted that the selection of the keyword extraction model did influence the results to a certain degree. Our keyword extraction methods (KeyBERT) exhibited compelling performance across this attack. Importantly, the selection of the keyword extraction method did not significantly influence our final results.

**B. Private Keyword Inference Attack**

1) **Configurations:** For our private keyword inference attack, our target dataset contains about 40,000 sentences. For each iteration in the sensitive dataset construction, we generate 10,000 candidate sentences by querying each target LM. We use the top-k sampling algorithm with k set to 20 and t set to 10, similar to the domain keyword inference attack. Additionally, we fine-tune the model \( \mathcal{F} \) for 200 epochs. To identify name, location, and organization information in the sensitive dataset, we utilize NER-BERT during the keyword extraction process. We then use top-1 sampling to generate related sentences and extract relevant information using NER-BERT and grammatical rule-based methods. This information
is used to build our privacy repository. We next provide details about the dataset and the evaluation metric used.

**Dataset:** The evaluation is conducted against an airline dataset Skytrax 5. It is a scraped dataset created from all user reviews found on Skytrax which consists of 41396 Airline Reviews.

**Metric:** In particular, for the private keyword inference attack, as we are extracting the private information of a specific individual, we use the extracted user’s name as a keyword to identify whether the individual appears in the target training dataset and record the number of correctly extracted keywords as a metric to evaluate the performance of this attack.

2) **Evaluation Results:** With the extracted private keywords, we can build a quadruple sensitive library {{(name, country, date, airline)}} (see Table VII). In the end, we have constructed a sensitive library including around 5,000 pieces of private information of individuals. We compare our built library and the target dataset and pick up the individuals that appear in our library and a target private sentence at the same time, the specific counts are delineated in Figure 6. We further analyze the advantage of using the extracted named entities to query the target model for further information recovery (as shown in the ‘privacy information restoration’ step of our private keyword inference attack). This essentially means that we can obtain additional contextual information by inputting the initially extracted named entities into the target model. Table VIII and Figure 7 (Left) list the corresponding number of correctly extracted keywords.

**Overall evaluation:** The target dataset and our constructed sensitive library typically contains multiple records for an individual passenger. Therefore, to fairly assess the effectiveness of our proposed approach, we only consider one relevant piece of information for each passenger when counting the number of correctly predicted keywords.

Figure 6 reports the performance of our private keywords inference attack on the airline dataset. As shown in Figure 6 (Left), the performance of our private keyword inference attack is much better than the method without fine-tuning (i.e., Non-iteration), random selection (Random) and existing attack method (Sample recovery). After 10 iterations, more than 100 passengers’ personal information can be recovered using our attack, which is almost 100 times that of the Sample recover’s result, and it is also much larger (4 times) than the number that Random and Non-iteration attain. Moreover, the number of newly generated keywords in each iteration is also illustrated in Figure 6 (Right) to demonstrate the advantage of our attack using the fine-tuning operation for each iteration. The existing attack method((Sample recovery)) that mainly focuses on pre-trained LM seems cannot directly apply to extract personal private information as its performance is even inferior to the Random and Non-iteration. Sample recovery only acquires few new keywords in each iteration or even fails to extract new keywords in some rounds. On contrary, our attack using the fine-tuning operation in each iteration can maximally and effectively extract sensitive information, which constantly extracts more new keywords in each iteration compared to the baselines.

**The advantage of using contextual information:** We have also discussed the difference between extracting contextual information from the target model to aid in subsequent information recovery and directly extracting keywords in the initial keyword extraction stage. In other words, we have discussed the difference between utilizing the ‘privacy information restoration’ step and not doing so. Intuitively, utilizing the target model to gather contextual information for future information recovery can increase the likelihood of extracting additional information about an individual, such as their country, airline, and date from the target airline dataset. In this

![Fig. 7: Personal Entity Extraction and Fine-tuning Blocks Comparison on Airline Dataset.](image-url)

**Table VIII:** The number of passengers’ names associate with airlines, dates or countries extracted by our private keywords inference attack on the airline dataset.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Ours</th>
<th>No contextual information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name + airline, date, country¹</td>
<td>75</td>
<td>170</td>
</tr>
<tr>
<td>Name + airline, date, country²</td>
<td>50</td>
<td>3</td>
</tr>
<tr>
<td>Name + airline, date, country²</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

---

5https://github.com/quankiquanki/skytrax-reviews-dataset

---

**TABLE VII:** Samples of reconstructed sensitive library by our private keyword inference attack.

<table>
<thead>
<tr>
<th>Name</th>
<th>Country</th>
<th>Airline</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>L Arsenieievski</td>
<td>-</td>
<td>adria-airways</td>
<td>2006-08-28</td>
</tr>
<tr>
<td>Silkeno Guzenchmidt</td>
<td>United States</td>
<td>alaska-airlines</td>
<td>2012-07-15</td>
</tr>
<tr>
<td>P Howell</td>
<td>United Kingdom</td>
<td>american-airlines</td>
<td>2014-07-29</td>
</tr>
<tr>
<td>K Nguyen</td>
<td>United States</td>
<td>bangkok-airways</td>
<td>2011-07-29</td>
</tr>
</tbody>
</table>

---

![Fig. 6: Overall performance of our private keyword inference attack on the airline dataset.](image-url)
In the previous evaluations, our attack has demonstrated the practicality of our threat model and the profound privacy implications brought by our attacks. The details are demonstrated as follows:

**The practicality of our threat model.** Our proposed attack model relies on the assumption of having access to the pre-trained model and the ability to fine-tune it multiple times. This threat model is highly pragmatic as various pre-trained language models such as Bert and GPT, are readily available. Fine-tuning these models for downstream tasks, such as text generation, translation, and text classification, is straightforward and requires few computational resources. For example, a relatively simple task (e.g., text classification) with a moderate dataset might be achievable on a single high-end GPU or a cloud-based GPU instance [4].

To realize our attacks, we present the details on time complexity. In the following parts, we denote the length of a sentence as $L(s)$, the total number of generate sentences as $n$, and the total number of sensitive sentences we filtered in sensitive dataset is denoted as $m$. We designed a pipeline comprising three steps: 1) Sensitive Sentence Identification, 2) Sensitive Dataset Construction, 3) Keyword Extraction. The time complexity of Sensitive Sentence Identification is $O(n \times L(s))$, Sensitive Dataset Construction is $O(n)$, and Keyword Extraction is $O(m)$. As the steps are executed sequentially, the overall time complexity of the pipeline is $O(n \times L(s) + n + m)$. Specifically, we utilized the NVIDIA GeForce RTX 3060 as our testing device. In each iteration, our queries totaled approximately 20,000, incurring a cost of merely about 0.07 GPU-days. This implies that the execution of our process is not significantly time-consuming.

**TABLE IX: Overall evaluation of the number of queries to the fine-tuned model.**

<table>
<thead>
<tr>
<th>Queries(k)</th>
<th>Step 1 &amp; Step2(GPU-days)</th>
<th>Step 3(ms)</th>
<th>F1 score(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.04</td>
<td>33</td>
<td>4.41</td>
</tr>
<tr>
<td>15</td>
<td>0.06</td>
<td>37</td>
<td>6.18</td>
</tr>
<tr>
<td>20</td>
<td>0.07</td>
<td>41</td>
<td>7.42</td>
</tr>
<tr>
<td>25</td>
<td>0.11</td>
<td>42</td>
<td>6.68</td>
</tr>
<tr>
<td>30</td>
<td>0.13</td>
<td>39</td>
<td>7.35</td>
</tr>
</tbody>
</table>

**Impact of fine-tuning methods:** To have a full analysis of fine-tuning leakage, we also investigate the impacts of different fine-tuning methodologies in our private keyword inference attack. The same as the impact of domain keyword inference attack, we also apply four different settings to fine-tune the target model. The setting Name means that we only extract names from the target dataset. Similarly, the setting Name + [airline, date, country] means that we extract two pieces of information from [airline, date, country] that are associated with the name in the target dataset. Table VIII shows a significant difference between using and not using contextual information. The direct extraction method may be suitable for extracting a single keyword (name), as it has successfully extracted 175 passenger names from the target airline dataset. However, it is incapable of extracting more relevant information as it can only acquire 3 records with Name + [airline, date, country] in contrast, our method using the target model to obtain contextual information achieves a significant improvement, as it extracts 50 individuals with Name + [airline, date, country] records. In real life, obtaining more associated information for a passenger can pose a greater threat to their privacy. Thus, our attack, which utilizes the target model to acquire contextual information, can be even more harmful to personal information. Figure 7(Left) shows the total counts of correctly extracted individuals with the name plus two or more pieces of information from [country, date, airline]. It also illustrates that using the target model to obtain contextual information can facilitate the retrieval of more relevant private information for the target individuals.

<table>
<thead>
<tr>
<th>Keyword Extraction method</th>
<th>Name</th>
<th>Name + [airline, date, country]</th>
<th>Name + [airline, date, country]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time complexity</td>
<td>O(n)</td>
<td>O(n \times L(s))</td>
<td>O(n)</td>
</tr>
</tbody>
</table>
We also analyzed the time taken with different numbers of queries. As shown in Table IX, an increase in the number of queries necessitates a longer duration to generate and identify sensitive sentences. However, even for 30,000 queries, the time consumption is only 0.13 GPU-days, which is not significantly high. During the extraction process, the time cost remains minimal, estimated in tens of milliseconds, with negligible differences observed across varying numbers of queries.

The profound privacy implications. In our domain keyword inference attack, although we observe only over a 3% improvement (PubMed) and a 6% improvement (Rotten Tomatoes) in F1 score in our domain keyword inference attack, it is imperative to highlight the profound privacy implications that even such seemingly small proportions can have. Typically, training a language model with good generalization necessitates a large amount of data. Therefore, when this improvement is applied to large training datasets, it might lead to considerable leakage of training data. In our experiment, we have recovered a total of 3,335 keywords on which the target model is trained on PubMed, whereas for the baseline sample recovery, it only recovered a total of 1,791 keywords.

Moreover, although we only extract about 0.3% personal information in our private keyword inference attack, it is imperative to highlight the profound privacy implications even such a seemingly small proportion can have. For example, an adversary extracting sensitive personal information of passengers, including flight details, nationalities, and names, can expose individuals to multiple threats such as identity theft, phishing attacks, authentication issues, personal reputation harm, and potentially tracking and surveillance. Moreover, training a language model with good generalization typically necessitates a large amount of data. Therefore, when this proportion (0.3%) is applied to large training datasets, it might lead to considerable leakage of personal information. In our experiment, We extracted 128 correct pieces of personal information, accounting for 0.3% of the original training set, of which 40,000 pieces of personal information were used for training.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a novel keyword inference attack framework to extract sensitive keywords by analyzing the fine-tuning leakage of the pre-train and then fine-tuning the paradigm. We first identify sensitive sentences using a carefully designed contrast difference score and the zlib entropy. We fine-tune the pre-trained LM to approximate the target model and maximally extract sensitive keywords. We implement two types of attacks according to our framework: domain and private keyword inference attacks. We also conduct comprehensive experiments on three types of downstream applications to empirically evaluate the performance of our attacks. We hope our attacks can attract the attention of researchers in the fine-tuning leakage and heat the arms race between privacy attacks and defenses. Our future work is to extend our current threat model structure to encompass a broader range of attacks and find correspond defend strategies to mitigate these risks by meticulously considering the data utilized for fine-tuning, implementing privacy-preserving techniques, and adhere to best practices for model deployment.
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