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Abstract—As a promising service, Machine Learning as a Ser-
vice (MLaaS) provides personalized inference functions for clients
through paid APIs. Nevertheless, it is vulnerable to model ex-
traction attacks, in which an attacker can extract a functionally-
equivalent model by repeatedly querying the APIs with crafted
samples. While numerous works have been proposed to defend
against model extraction attacks, existing efforts are accompanied
by limitations and low comprehensiveness. In this article, we pro-
pose AMAOQO, a comprehensive defense framework against model
extraction attacks. Specifically, AMAO consists of four interlinked
successive phases: adversarial training is first exploited to weaken
the effectiveness of model extraction attacks. Then, malicious query
detection is used to detect malicious queries and mark malicious
users. After that, we develop a label-flipping poisoning attack to in-
struct the adaptive query responses to malicious users. Besides, the
image pHash algorithm is employed to ensure the indistinguishabil-
ity of the query responses. Finally, the perturbed results are served
as a backdoor to verify the ownership of any suspicious model. Ex-
tensive experiments demonstrate that AMAO outperforms existing
defenses in defending against model extraction attacks and is also
robust against the adaptive adversary who is aware of the defense.

Index Terms—Deep learning, machine-learning-as-a-service,
model extraction attacks.

1. INTRODUCTION

EEP learning has been investigated quite intensively in
Drecent years and achieved very noticeable success in
many application domains, e.g., speech recognition [1], im-
age recognition [2], and autonomous vehicles [3]. To facili-
tate the deployment of machine learning services, many tech
giants, such as Google [4], Amazon [5], Microsoft [6] and
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Fig. 2. Model extraction attack.

IBM [7], have launched their cloud-based Machine-Learning-
as-a-Services (MLaaS). As shown in Fig. 1, users can access
machine learning prediction services through the published APIs
and they are freed from the trouble of complicated local training.
The well-trained deep learning models in MLaaS are considered
valuable intellectual properties because of the substantial com-
puting and storage resources for training a model.
Nevertheless, recent studies have demonstrated that well-
trained deep learning models in MLaaS are vulnerable to model
extraction attacks [8], [9], [10], [11],[12], [13], [14]. As depicted
inFig.2, amodel extraction attack tries to reconstruct a substitute
model with similar functionality as the original model (referred
to as the victim model) via prediction APIs. Specifically, the
attacker queries the victim model iteratively using carefully-
crafted samples (or surrogate samples) to obtain the returned
results (this is practical due to acceptable charges of commercial
APIs). Then these query-output pairs are used as training data
to reconstruct a substitute model. Generally, model extraction
attacks have the following potential threats: (a) reconstructing
the victim model [8], [10], [11]: the attacker may create a local
copy of the victim model that replicates the performance of the
victim model as closely as possible. This will undermine the
intellectual property of MLaaS providers because the attacker
does not have to pay any more for queries; (b) conducting an
adversarial attack [15], [16], [17], [18]: through extracting the
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victim model, the attacker can obtain the parameters similar
to the victim model and adversarial attacks can be facilitated
significantly easily in this scenario; (c) launching privacy attacks
such as the membership attack [19], model inversion attack [20]
and property inference attack [21]: these privacy attacks are more
effective with the availability of a white-box model (via model
extraction) than a black-box one.

Recently, considerable works [10], [22], [23], [24], [25],
[26], [27], [28] have been devoted to defending against model
extraction attacks and they can be mainly divided into three
categories: behavior detection, prediction with perturbations
and model watermarking. Behavior detection [10], [22] mainly
focuses on the query phase of the user. The model owner ana-
lyzes the behaviors (such as the distribution of queries) of all
users to distinguish potential malicious users. Prediction with
perturbations [23], [24], [25], [26] is exploited in the response
phase. The model owner always returns the perturbed prediction
results to users, which can significantly reduce the performance
of the substitute model if it is trained with the perturbed results.
Model watermarking [27], [28] is a post hoc defense against
model extraction, which can verify the legitimacy of the stolen
model.

However, existing efforts still have some limitations: in terms
of behavior detection, an adversary may bypass the detec-
tion of [10] by involving multiple colluded malicious users
or querying the victim model with surrogate samples (refer to
Section V-F1 for more details); the overconfidence of classifiers
may reduce the detection accuracy of the detection method
proposed in [23] (refer to Section IV-C for more details). We
solve these limitations by employing the temperature-scaled
maximum softmax probability to detect malicious queries. As
for prediction with perturbations, prior work proposed to return
malicious users with a random label [27], or add perturbations
to all output predictions but ensure the predicted labels remain
unchanged [25], or train a reverse model to output perturbed
predictions for malicious users [23]. We propose an adaptive re-
sponse strategy based on label-flipping poisoning attack, which
can significantly improve the defensive effect. In terms of model
watermarking, an adversary may know the existence of the
model watermarking scheme (such as [27]) by querying the
victim model with one sample and its transformed versions [12],
[29], [30]. We address this problem by employing the image
pHash (Perceptual Hash) algorithm to ensure the indistinguisha-
bility of the output results, which makes the defense more
imperceptible to the adversary. Besides, none of the existing
work considers the training phase of MLaaS for defense. We
demonstrate in this work that employing adversarial training
during the training phase can further decrease the attack effect
of model extraction attacks.

To sum up, we develop AMAO, a comprehensive defense
framework that has countermeasures against model extraction
attacks for every phase of the model pipeline from training,
prediction to release. AMAO consists of four successive phases:
adversarial training, malicious query detection, adaptive query
response and ownership verification. Specifically, adversarial
training is utilized to weaken the effect of the attack, which
forces an adversary to submit more malicious queries to achieve

the desired attack goal. As a result, the adversary will be more
easily detected by the subsequent detection phase. After that, an
adaptive query response strategy is employed to instruct the vic-
tim model to reply to the malicious user with perturbed results.
The perturbed results can not only mitigate the attack but also
prepare for the subsequent ownership verification. Finally, the
ownership can be verified through these perturbed sample-label
pairs. Each phase of AMAO is designed with a competitive
defense strategy, which enables the phases to promote each other
and demonstrate the best overall defense capabilities. In short,
our contributions can be elaborated in four aspects:

® We propose a comprehensive defense framework against

model extraction attacks. In the defense framework, for the
first time, we introduce the use of adversarial training to
defend against model extraction attacks. Specifically, we
analyze the reason why adversarial training can decrease
the effect of model extraction attacks and demonstrate it
through experiments.

® We point out the limitation of the detection methods pro-

posed in [10] and [23], and employ the temperature-scaled
maximum softmax probability as the metric to detect mali-
cious queries. The detection method outperforms existing
detection schemes and is also robust against the adaptive
adversary who involves multiple colluded malicious users
or employs surrogate samples as malicious queries.

® We propose an adaptive response strategy based on a label-

flipping poisoning attack to perturb the results received by
malicious users, thus reducing the effectiveness of model
extraction attacks. Besides, the image pHash (Perceptual
Hash Algorithm) is employed to ensure the indistinguisha-
bility of the output results.

® We conduct extensive experiments to evaluate the effec-

tiveness of AMAO. The experimental results demonstrate
the superiority of AMAO over state-of-the-art defenses
against model extraction attacks including JBDA-TR [10],
Cloudleak [12] and KnockoffNet [11]. Besides, experimen-
tal results show that AMAO is also robust against a variety
of adaptive adversary scenarios.

The rest of this paper proceeds as follows: the preliminaries
of this work are presented in Section II. Section III describes
our adversary model. Section IV presents the details of AMAO.
Experimental evaluation is shown in Section V. Finally, Sec-
tion VI discusses the limitations of the proposed defense and
Section VII concludes the paper.

II. PRELIMINARIES
A. Model Extraction Attacks

There have been a lot of model extraction attacks in stealing
various aspects of a victim model, such as functionality [8],
[10], [11], [12], [13], [18], [29], [31], hyperparameters [9] and
architecture [32], [33]. In this work, we focus on functionality
stealing, i.e., the goal of the attacker is to reconstruct a sub-
stitute model with similar functionality as the victim model.
Specifically, the strategies of model functionality stealing attack
can be divided into two categories according to the adversary’s
knowledge of the training data.
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As for the scenario where the adversary knows a small por-
tion of the training data, the adversary usually employs vari-
ous methods (e.g., adversarial attack and data augmentation)
to expand this small dataset and uses the expanded dataset
as the query samples. For example, Papernot et al. [18] pro-
posed Jacobian-Based Dataset Augmentation (JBDA), which
constructed a synthetic dataset by iteratively augmenting an
initial dataset of seed samples. Each synthetic sample is gen-
erated by a perturbed sample in the dataset using the jacobian
of the substitute model’s loss function. Then, the synthetic
dataset is sent to the victim model for labeling and the sub-
stitute model is retrained with the labeled synthetic dataset.
Juuti et al. [10] pointed out that the synthetic samples generated
by JBDA tended to overlap, and did not contribute new infor-
mation about the victim model. Thus, they proposed JBDA-TR,
which mitigates this overlapping behavior by employing tar-
geted randomly chosen iterative FGSM [34]. Yu et al. [12] de-
veloped Cloudleak, which employs a feature-based adversarial
attack [35] to generate synthetic samples to gain more informa-
tion of the victim model. Besides, Cloudleak also selects the
substitute model from candidate Model Zoo [36] and uses trans-
fer learning methods to retrain it with the obtained sample-label
pairs.

As for the scenario where the adversary has no knowledge
of the training data, the adversary usually selects (or generates)
query samples from a surrogate dataset. For instance, Orekondy
et al. [11] proposed KnockoffNet, which used surrogate data to
query the victim model and trained the substitute model. Pal
et al. [13] and Gong et al. [29] employed active learning to
efficiently select query samples from a surrogate dataset. Truong
et al. [31] generated query samples from the surrogate dataset
using Generative Adversarial Networks (GAN). The effective-
ness of this type of model stealing attacks depends heavily on
the selection of the surrogate dataset.

In this work, we evaluate our defense against three state-of-
the-art model extraction attacks JBDA-TR [10], Cloudleak [12]
and KnockoffNet [11].

B. Defenses Against Model Extraction Attacks

The previous defenses against model extraction can be
broadly divided into three categories:

Behavior detection aims to distinguish malicious queries or
malicious users by analyzing the queries received by the vic-
tim model. For instance, Juuti et al. [10] proposed to detect
malicious queries by evaluating the Lo distance between suc-
cessive queries. Kariyappa et al. [23] treated malicious queries
as OOD (out-of-distribution) samples and employed OOD de-
tection methods to identify them.

Prediction with perturbations reduces the effect of model ex-
traction attacks by returning perturbed predictions. For example,
Lee etal. [25] proposed a defense method that added noise to the
output of the victim model, thereby degrading the effectiveness
of model extraction attacks. Orekondy et al. [26] also proposed
adding perturbations to the outputs, where the perturbations
can be solved by a bilevel optimization problem. [23] trained
a reverse model by minimizing a reverse cross-entropy loss to

produce perturbed predictions and replied the perturbed results
to malicious users.

Model watermarking is a technique to protect the intellec-
tual property of a commercial model. Traditional DNN water-
marking schemes [37], [38] train the model with pre-defined
sample-label pairs. In this way, these sample-label pairs are
embedded as watermarks into this model. The model owner
can verify the legitimacy of a suspicious model by querying the
suspicious model with these customized samples and checking
whether it outputs the pre-defined labels. However, this method
is inefficient in defending against model extraction attacks, be-
cause the adversary obtains the substitute model through training
(under its query-output pairs) rather than directly copying model
parameters. To combat that, several improvements have been
proposed to verify the legitimacy of the extracted model. For
instance, Szyller et al. [27] proposed a watermarking scheme
against model extraction attacks. They changed the responses
of a small subset of queries through a hash function and used
this dataset as a watermark to verify the ownership of the model;
Jia et al. [39] proposed a watermarking scheme that embedded
watermarks into the victim model during the training phase.
It is not only robust against model extraction attacks, but also
effective in mitigating backdoor attacks [40].

C. Adversarial Samples and Adversarial Training

An adversarial sample (or adversarial example) refers to a
specially crafted input that is perturbed by hardly perceptible
perturbations and induces a misclassification by amachine learn-
ing model. There are numerous methods to generate adversarial
samples, we introduce two representative techniques as follows
(which are used in our experiments).

Fast Gradient Sign Method (FGSM) [34] uses the gradients
of the loss function to create an adversarial sample

Tadey = X + € xsign (Vo J(x,y)), (1)

where V denotes the gradient, .J is the loss function that mea-
sures the classification error in the machine learning algorithm,
Z a4y denotes the adversarial image, x is the clean sample and y is
the corresponding label of z, € is the step size of the perturbations
and sign indicates the sign of the perturbations.

Project Gradient Descent (PGD) [41] can be regarded as an
iterative version of FGSM. It initializes the adversarial sample
by adding a random perturbation within the allowed norm ball to
the original sample. Then, it updates the adversarial sample em-
ploying FGSM repeatedly. During each iteration, the adversarial
sample will clip to the specified range. PGD can be summarised
in the following formula:

2 =T (20 + exsign (Voo J20,9))). - @

where (") denotes the adversarial sample of the tth iteration.
II,+s means that if the perturbations of the adversarial sample
exceeds a certain range, it must be mapped back to the specified
range z + S.

Adpversarial training [34] is one of the most effective defenses
to mitigate adversarial attacks. It adds adversarial samples into
the training dataset, thereby making the model more robust
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against adversarial samples. Madry et al. [41] defined the prin-
ciple of adversarial training as the following Min-Max formula:

max L (9, T+ Tadv, y) ) 3

Irld}nE(w’y)ND Tadv €S

the internal max is to find the worst perturbation to maximize
the loss function, where x + 7,4, denotes the adversarial sample
with a perturbation r,4,, y denotes the label of the sample, 6
is the parameters of the model, L is the loss function of the
adversarial sample and S is the range space of the perturbation;
the external min is to find the most robust model parameters
based on this attack method, where D is the distribution of the
input samples.

III. ADVERSARY MODEL

A. Adversary Objective

The goal of model stealing attacks can be divided into
three categories: architecture stealing [32], [33], hyperparam-
eter stealing [9] and functionality stealing. This work focuses
on functionality stealing, i.e., the attacker intends to achieve
high performance of the substitute model. We take both test
accuracy and fidelity as metrics to evaluate the performance of
the substitute model (the two metrics are widely adopted in the
previous model stealing attacks [8], [10], [11], [42]):

e Test accuracy refers to the accuracy of the extracted model
/' on the test set Dy of the victim model. This goal may
be of interest to a theft-motivated adversary who wants to
create a local copy of the victim model. After replicating
the functionality of the victim model, the adversary does
not have to pay any more for public APIs.

e Fidelity is considered as label agreement in this work, i.e.,
the victim model and the extracted model output the same
label for the same sample. This goal may be of interest
to an attack-motivated adversary who wants to know the
specifics of the victim model through model extraction
attacks. After a model extraction attack, the adversary can
more easily launch other attacks such as an adversarial
attack or a membership attack.

B. Adversary Knowledge

We assume the adversary is data-limited and has only black-
box query access the victim model. Data-limited means the
adversary only has a small number of natural samples. Black-box
query access means the adversary can only access to the victim
model on black-box interactions, i.e., samples {x1, za, ..., T, }
in, predictions { f(x1), f(x2), ..., f(x,)} out. According to the
predictions of the victim model, model extraction attacks can
be divided into two scenarios: the hard-label scenario where the
adversary only obtains the predicted label of the query and the
soft-label scenario where the adversary obtains the probability
vector of the query. In this work, we evaluate our defense
framework in both scenarios.

Algorithm 1: The Process of JBDA-TR.
Input: unlabeled natural samples
Dirain = {x1, 22, . .., 2y}, the victim model f
Output: the substitute model f’
L: {f(z1)7f(z2)aaf(xn)}<7
LABEL({z1,x2,...,2n}, f)
Dirain + {(21, f(21)), - -, (n, fan))}
f' + TRAIN (f', Dirain)
for r = 1 to r,,4, (round counter) do
{z},2h,..., 2} + FGSM-TR ({z1,z2,...,2n})
{f(z1),.., f'(xn)} < LABEL({z1, ..., 27}, f)
Dsynthetic — {(x,lv f/(fv/l))7 SRR (x/nV f/(m/n))}
Dt'rain — Dtrain U Dsynthetic
f' < TRAIN (f’, Dyrain)
return [’

A A A A Sl

[

C. Adversary Strategy

With a limited number of natural samples, the adversary can
generate synthetic data or just use surrogate data to query the
victim model and obtain the output results. After that, these
query-output pairs are used as training data to train the substitute
model. We consider three state-of-the-art attacks to evaluate our
defense:

e JBDA-TR [10] is an improved version of the jacobian-
based dataset augmentation (JBDA ) proposed in [18]. The
process of it is described in Algorithm 1. Concretely, for
each sample x € Dyyqin, JBDA-TR generates a synthetic
sample through targeted randomly chosen iterative FGSM
(i.e., the targeted label of FGSM is changed during each
iteration). The targeted randomly chosen iterative FGSM
(FGSM-TR) can be formulated with the following equa-
tion:

2D = () _ i sign (Vme(x(t), y,,)), 4)

where 2(*) denotes the synthetic sample of the tth iteration
and y,- is a random target class (changes at each iteration).
After that, these synthetic samples are labeled by the victim
model and the sample-label pairs are used to augment
Dy, ain, and retrain the substitute model.

® Cloudleak [12] also uses synthetic samples to query the
victim model and obtains the prediction results. Different
from JBDA-TR, Cloudleak employs a feature-based ad-
versarial attack [35] to construct synthetic samples and
fine-tunes a pre-trained substitute model (from candi-
date Model Zoo [36]) with the obtained sample-label
pairs.

® KnockoffNet [11] uses surrogate data from another distri-
bution or the same distribution to query the victim model
and trains a substitute model with the predictions of the
victim model.
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Fig. 3. Architecture of AMAO.

IV. PROPOSED AMAO
A. Overview

Fig. 3 gives an overview on our proposed AMAO, each phase
of AMAQO is closely connected and one phase will be beneficial
to the next phase. Below we describe these phases in detail.

B. Adversarial Training for Decreasing the Effect of Model
Extraction Attacks

The intuition for employing adversarial training to defend
against model extraction attacks is that the samples close to the
decision boundary of the victim model are more informative
in training the substitute model (especially in the hard-label
scenario) and adversarial training makes it more difficult for
an adversary to generate such samples.

Samples Close to the Decision Boundary are More Infor-
mative. For model stealing attacks that use synthetic samples,
the effectiveness of the attack largely depends on the quality
of the synthetic samples. It is similar to the scenario of active
learning, where the user actively selects (or generates) some
informative samples that are worthy of being labeled and trains
a model with these sample-label pairs. According to research
on active learning [43], samples close to the decision boundary
tend to be more informative and selecting these samples is a
commonly used strategy in active learning (such as the DeepFool
Active Learning algorithm [44]). Thus, many model extraction
attacks such as JDBA [18], JDBA-RT [10], Cloudleak [12] and
Activethief[13] proposed to employ adversarial samples to serve
as synthetic samples, because the adversarial samples tend to be
close to or across the decision boundary of the original category,
which is more informative in extracting the victim model.

Adversarial Training Makes it More Difficult for a Black-Box
Adversary to Generate Informative Synthetic Samples. Moti-
vated by the above observation, we employ adversarial training
to reduce the attack effect of model extraction attacks. Adver-
sarial training makes it more difficult to generate adversarial
samples that cross the decision boundary. Although the ad-
versary is still able to generate adversarial samples through
multiple iterations of querying and generating, similar to the
scenario of black-box adversarial attacks, the adversary often
needs to spend much more queries (i.e., more iterations of the
adversarial attack) to generate an adversarial sample that crosses
the decision boundary against an adversarially-trained model.

Adversarial
Training

>

New decision A
boundary

Decision

boundary A X2
VASERWAN

Fig. 4. Adversarial training.

Fig. 4 Depicts a Visualization of This Observation. As de-
picted in the left part of Fig. 4, x¢ and xy + 7o are samples near
the decision boundary and on the two sides of the boundary,
where x is the benign sample with the minimum classification
confidence and x( + ro is the adversarial sample (generated
from x() with the minimum classification confidence. Appar-
ently, in comparison to those samples far from the decision
boundary such as z; and z9, z¢o and zg + ro can provide
more useful information about the classifier, and the decision
boundary of the victim model is more easily extracted through
training with them. As depicted in the right part of Fig. 4, the
benign sample x( and the generated sample o 4 ro may locate
on the same side of the decision boundary after adversarial train-
ing, the information they reveal is greatly reduced (especially
in the hard-label scenario mentioned in Section III-B). Thus,
the adversary is forced to submit more malicious queries on
generating synthetic samples that cross the decision boundary.
This provides favorable conditions for the next detection phase
as more malicious queries make the adversary easier to be
detected. More malicious queries also result in greater overhead
for the adversary and make the attack less worthwhile. The ex-
perimental results in Section V-B demonstrate the effectiveness
of adversarial training.

C. Malicious Query Detection

As described in Section III-C, the adversary uses synthetic
data or surrogate data to query the victim model and obtain the
output results. The function of malicious query detection is to
distinguish these samples from benign samples.

Generally, classifiers are always more confident in classify-
ing benign queries and less confident in classifying malicious
queries. Thus, the maximum softmax probability (MSP) can be
used as a metric to distinguish malicious queries [23]. Specifi-
cally, the softmax probability (SP) and MSP of query x can be
computed as (5) and (6)

SP(x.i) = exp (zi(x)) 5
0= ST e (a1(2) ©
MSP(x) = max[SP(x,1)] i=1,2,... K, (6)

where z; () is the logit value (i.e., the output vector of the model)
of the ith class and K is the number of classes. Benign queries
tend to have greater MSPs than malicious queries and they can
be distinguished by a pre-defined threshold.
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Fig.5. CDF of MSP or TMSP for benign data, JBDA-TR data, and KnockoffNet
data. High values of MSP or TMSP indicate benign data while low values of
MSP or TMSP indicate malicious data.

However, recent works [45], [46] have shown that classi-
fiers tend to be overconfident in classifying adversarial samples
(which are used as malicious queries by model extraction at-
tacks [10], [12], [18]) and they also have large MSPs, making
it difficult to distinguish them from benign queries. Therefore,
we introduce the temperature scaling [47] technique to mitigate
the problem of overconfidence of the classifier. Specifically, we
employ the temperature-scaled maximum softmax probability
(TMSP) as the metric to distinguish malicious queries. The
temperature-scaled softmax probability (TSP) and TMSP of
query x can be calculated as (7) and (8)

exp (zi(z)/T)
Sy exp (2 (x)/T)
TMSP(z,T) = max[TSP(z,i,T)] i=1,2,...,K. (8)

TSP(z,i,T) = (N

Temperature scaling is a soft-label smoothing method in knowl-
edge distillation [47], which smooths or sharpens the predicted
probability vector through a temperature coefficient 7". Con-
cretely, when T' — oo, the prediction probability vector will
be smoothed, which reduces the confidence in the prediction;
when 7" — 0, the prediction probability vector will become
sharper and the confidence in the prediction will tend to 1, which
increases the confidence of the classifier in the prediction.

In this work, the problem of overconfidence of the classifier
can be mitigated by appropriately increasing the value of T". For
example, we analyze the MSP and TMSP values of benign or ma-
licious queries using a LeNet-5 network trained on the MNIST
dataset. Fig. 5 illustrates the CDF (Cumulative Distribution
Function) of MSP and TMSP for benign queries and malicious
queries. It indicates that some malicious queries (especially
malicious queries generated by JBDA-TR and Cloudleak) can
also produce high values of MSP, making it difficult for the
detector to distinguish. However, this problem has been miti-
gated in the case of TMSP, CDFs of malicious queries are more
concentrated in lower values of TMSP, making the malicious
samples more easily distinguishable. It demonstrates that the
temperature scaling technique makes the malicious queries more
distinguishable, thus improving the performance of detector.

More detailed experimental evaluations on the detection method
will be provided in Section V-C.

After calculating the TMSP of the query, a marker function
Detect(x) is used to flag benign queries and malicious queries

0, TMSP(x,T) > A

1, TMSP(z,T) <)\’ ©)

Detect(x) = {
Detect(x) being 0 represents the query x is a benign query
while Detect(x) being 1 represents x is a malicious query. A
is the threshold to distinguish malicious queries from benign
queries.

Finally, we define a suspect function .S based on the detection
result to measure the degree of suspicion of a user

B SN | Detect(z;)

S N ,

(10)

where N is the total number of queries submitted by the user.'

D. Adaptive Query Response

After malicious query detection, in order to reduce the per-
formance of the substitute model and prepare for the subsequent
ownership verification, we propose to return perturbed results to
malicious users with a pre-defined probability. The key problem
of the adaptive query response is to determine which sample to
perturb and how to perturb its predicted results. In our adaptive
query response phase, we propose a label-flipping attack based
on the optimal stopping theory to instruct the query response
and employ the image pHash algorithm to ensure the indistin-
guishability of the response.

1) Instructing the Query Response Through a Label Flipping
Attack: In this work, the defender can be formulated as an
adversary of a label-flipping attack [48], [49], [50] whose goal
is to choose the optimal poisoning samples to flip the labels,
thereby decreasing the performance of the substitute model.
Unlike label-flipping poisoning attacks where the adversary
has full knowledge of the training dataset, the defender in this
work can only decide whether the current query is worthy of a
label-flipping because the adversary’s queries and victim model
responses are usually executed one by one. Thus, we employ
the optimal stopping theory [51] to instruct the label-flipping
attack.

Specifically, we first assume the pre-defined perturbed prob-
ability is 1/M and divide the queries received from a malicious
user into groups of M. In this way, the defender replies with one
perturbed result for one group of queries. After that, the defender
calculates the gap between the maximum softmax probability
and the minimum softmax probability of each query in the group
as (11). Finally, the defender then selects the sample with the
largest gap and flips its label to the category with the minimum
confidence.? By doing so, the classification error of the substitute

1.Since S is a statistical probability value, N should be large enough (e.g.,
greater than 50 times) to ensure the reliability of S. The update of S does not
need to be real-time, it can be updated intermittently.

2.In the soft-label scenario, our method exchanges the maximum probability
value with the minimum probability value.
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model is maximized when the substitute model is trained with
these perturbed sample-result pairs.

Gap(z) = max[SP(x,i)] — min[SP(x,1)]

i=1,2,.. K. (11)

However, since the defender receives the adversary’s queries
individually, the defender only knows the confidence gap be-
tween the current query and previous queries. It can only decide
whether to flip the result label of the current query, not the
previous queries. The optimal stopping theory is used to solve
this problem. Specifically, for a group of queries, the defender
first observes the first » — 1 queries and does not select them.
In the following M — r + 1 queries, if the gap of any query is
larger than the largest gap of the first » — 1 queries, the query is
selected for label-flipping.

The best value of r can be obtained through the following
calculations. We first define A as the event that the query i is the
best candidate (i.e., the query with the largest gap) and B as the
event that the query i is selected. For any r, the probability of
the best candidate being selected is

M
P(r)=)_P(ANB)

i=1

M
=Y P(A)P(B|A)

i=1

r—1 M 1
[;O+;P(CA) o
k=11 1K
’Z:Tz—1 M M -1

where C represents that the best of the first¢ — 1 queries is in the
first r — 1 rejected queries. For the final result, let M approach
00, denote the limit of /M as x and denote i/M as t, the result
can be approximated as the following integral:
'
P(x) = as/ —dt = —zInz. (12)
z b

Through computing the derivatives of the (12), we can obtain
that the optimal z is equal to 1/e. Thus, the optimal r equals to
M/e.

Finally, the process of adaptive query response can be de-
scribed as the following Algorithm 2.

2) Ensuring the Indistinguishability of the Response Strategy
Through Image Phash Algorithm: As described in our threat
model, the adversary only has a limited number of samples from
the original dataset and it may generate synthetic samples from
this initial seed dataset. Thus, the adversary’s synthetic samples
tend to have high similarities because they are generated by
adversarial attacks or other methods (such as data augmenta-
tion [12], [29], [30]) from the same seed dataset. An adaptive
adversary may be aware of the adaptive response strategy if
it receives different predictions for the same or similar queries.
Then, it can employ some methods to evade the defenses, such as

Algorithm 2: The Process of Adaptive Query Response.

Input: a set of queries 1,22, ..., Ty
Output: the optimal query that needs to be label-flipped
Gap* =0
fori=1to (M/e—1)do
if Gap(z;) > Gap* then
Gap* = Gap(w;)
for j = M/eto M do
if Gap(z;) > Gap* then
return x
if j == M then
return s

oA ns2D 2

Input image 1
— mag'e Grey_ -1 DCT computing
reducing processing
Y
H.
p ash. n Average v.alue | DCT reducing
constructing computing

Fig. 6. Processes of the image pHash algorithm.

discarding the perturbed results and querying the victim model
with another benign account. Thus, the indistinguishability of
the response strategy is indispensable for the defense, i.e., when
returning a perturbed prediction for input z, the defender expects
two similar inputs - and x’ to have the same prediction. Previous
work [27] used the hash value of the input to produce the
random prediction and employed a mapping function to ensure
the hash value is invariant to minor modifications. However, it is
only applicable against small perturbations such as adversarial
perturbations but can not guarantee indistinguishability under
the case of data augmentation [12], [29], [30]. To address this
problem, in this work, we employ the image pHash algorithm to
ensure the indistinguishability of the response strategy.

The image pHash algorithm is a technique to accurately and
quickly calculate the similarity between different images. The
process of it is illustrated in Fig. 6. The input image is first
size-reduced and color-reduced to a grayscale one to simplify the
subsequent DCT (Discrete Cosine Transform) [52] computation.
Then, it calculates the DCT of the image and keeps the top-left
8*8 matrix, because this part represents the lowest frequency
in the image. After that, it computes the average value of all
matrixes. Finally, according to the 88 DCT matrix, a 64-bit
hash value is constructed, with each bit of the hash set as 0 or
1 depending on whether each of the 64 DCT values is above or
below the average value.

Concretely, if the victim model outputs a perturbed prediction,
the defender will record the prediction and the corresponding
query. After that, if any query from a malicious user is evaluated
to be similar to a query already recorded by the image pHash
algorithm, the defender directly returns the recorded perturbed
prediction of the recorded query. This ensures the indistin-
guishability of the adaptive response strategy and makes it
more imperceptible to the adversary. Furthermore, the recorded
query-prediction pairs are also expected to be embedded as a
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Algorithm 3: Identifying the Ownership of the Suspicious
Model.

TABLE I
DETAILS FOR THE DATASETS

Input: threshold ¢, suspicious model f;
Output: The result of whether f; is a stolen model

1: Initialize Flag = False
2: for i =1 ton do /* For all perturbed results sets */
3 for j = 1tom,; do
4 count =0
5 if fo(2) =y} then
6: count = count + 1
7 if count/m; > t then
8 Flag = True
9 returnFlag
10:  return Flag

backdoor® in the substitute model and will be used in the next
ownership verification phase.

E. Ownership Verification

As a preparation for the ownership verification, for each
malicious user, the defender maintains a perturbed results set
W, (@t =1,2,...,n)tostore the perturbed query-prediction pairs
{(z1,y}), (&b, 95), ..., («%, Yk, )}, where n is the number of
malicious users and m; (i = 1,2, ...,n) represents the number
of perturbed query-prediction pairs for the ith malicious user.

Then, the ownership verification can be executed as
Algorithm 3. For every perturbed results set W;, the defender
calculates the proportion of verified perturbed results to the total
number of perturbed results in this set, where the perturbed
result (%, y%) successfully verifies when f (%) = yi. If the
proportion exceeds the pre-defined threshold ¢, the suspicious
model will be identified as an illegal one stolen from the victim
model. Otherwise, the suspicious model will be identified as a
benign one.

V. EXPERIMENTAL EVALUATION
A. Setup

1) Datasets and Victim Models: We utilize LeNet-5,
AlexNet, ResNetl8 and ResNet34 as the victim models on
MNIST [54], FashionMNIST (FMNIST) [55], CIFAR-10 [56]
and ImageNette* [57], respectively. The details of the datasets
are presented in Table I.

2) Attack Configuration: To improve the efficiency of the
attack and evaluate our defense under a stronger adversary,
we use the same model architecture as the victim’s model to
train the substitute model.’ Obviously, if our defense shows
good defense effect under this strong assumption, it will perform

3.According to previous works [27], [53], DNN models with a large number
of parameters can remember a certain amount of training data with arbitrarily
incorrect labels. This is the rationale for the existence of DNN backdoors and
for our ownership verification scheme.

4.ImageNette is a representative subset of ImageNet.

5.1t is possible for an adversary to steal the architecture and hyperparameter
of the model before stealing the functionality of the victim model (there has
been some work in this area such as [9], [32], [33]).

Dataset Image size Classes  Train data  Test data
MNIST 28x28x1 10 60,000 10,000
FMNIST 28x28x1 10 60,000 10,000
CIFAR-10 32x32x3 10 50,000 10,000
ImageNette 224 %2243 10 9,469 3,925

better in the case that the adversary has no knowledge of the
victim model.

As for JBDA-TR and Cloudleak, the initial seed dataset of
the substitute model is made of 100, 100, 1,000 and 1,000
training samples from the MNIST, F-MNIST, CIFAR-10 and
ImageNette, respectively. The query budget is about 10,000,
10,000, 100,000 and 100,000 for the four datasets. Specifically,
for JBDA-TR, we perform 6 rounds of augmentation to steal the
victim model, between each augmentation round, the substitute
model is trained for 20 epochs; for Cloudleak, the pre-trained
substitute model is fine-tuned for 20 epochs.

As for KnockoffNet, we use FashionMNIST, MNIST, CIFAR-
100 and ImageNet® as the surrogate datasets of MNIST, Fash-
1onMNIST, CIFAR-10 and ImageNette datasets, respectively.
The query budget is 60,000, 60,000, 50,000 and 13,000 for
MNIST, F-MNIST, CIFAR-10 and ImageNette, respectively.
The substitute models are trained for 50 epochs.

It is worth mentioning that we focus on evaluating the ef-
fectiveness of our defense against different model extraction at-
tacks, rather than evaluating the effectiveness of different model
extraction attacks. The settings of the query budget are different
for the three attacks due to their different attack mechanisms.
This setting will not affect the evaluations of the defenses.

3) Metrics: We use test accuracy and fidelity mentioned in
Section III-A as the metrics for evaluation. Notably, we find that
the experimental results of fidelity show the same tendency as
the test accuracy. Therefore, the experimental results of fidelity
are omitted for brevity.

4) Comparison With Existing Defenses: We compare our
scheme with five state-of-the-art defense methods:

® PRADA [10]: PRADA is a detection method against ma-

licious queries generated by model extraction attackers.
Specifically, it calculates the minimum distance between
a new queried sample z; and any previous sample of the
same class
~_min
J<i,y=yi

mindi = ||33L —xj||2, (13)
the intuition of this detection method is that the distribution
of distances d; between benign samples tends to follow
Gaussian distribution. However, the synthetic samples are
generated by a duplication phase from an initial seed
dataset (such as JBDA-TR and Cloudleak). Thus, many
synthetic samples are generated from the same seed sam-

ple, thereby causing the distribution of distances between

6.The surrogate samples of ImageNet and the original training samples of
ImageNette have no overlap.
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TABLE II
THE TEST ACCURACY (%) OF THE VICTIM MODELS

Dataset Standard training ~ Adversarial training
MNIST 99.21 99.13
F-MNIST 92.11 89.24
CIFAR-10 93.40 91.01
ImageNette 90.62 88.99

successive malicious queries to deviate from the Gaussian
distribution.

® 00D detection [23]: OOD detection treats malicious
queries as OOD samples and employs OOD detection
methods to distinguish them. This detection method is
selected as the baseline to evaluate our detection method
in Section V-C.

o DAWN [27]: DAWN calculates the hash value of the input
and returns the label according to this hash value as the
predicted label. The perturbed label can not only decrease
the performance of the substitute model but also serves as a
backdoor to verify the ownership of any suspicious models.

e Deceptive Perturbation [25]: Deceptive Perturbation is
an accuracy-preserving defense that adds perturbations to
the probability vectors of the model but ensures that the
predicted labels remain unchanged.

® Adaptive Misinformation [23]: Adaptive Misinformation
trains a reverse model by minimizing a reverse cross-
entropy loss to produce incorrect predictions. The reverse
cross-entropy loss is defined below

£reve'rse = CE((]- - f(l', 9))7 y)7

where CE represents the cross-entropy loss. For the re-
sponse to be perturbed, it feeds the query to the reverse
model and returns the probability vector of the reverse
model to the adversary.

5) Overview of the Experimental Evaluation: We first evalu-
ate the effectiveness of adversarial training in decreasing the
effect of model extraction attacks in Section V-B. Then, we
compare our detection method with OOD detection [23] in
Section V-C. After that, in Section V-D, we evaluate the overall
effectiveness and computational overhead of AMAO from end
to end, where three prior works DAWN [27], Deceptive Perturba-
tion [25] and Adaptive Misinformation [23] are selected as the
baseline for comparison. Then, the effectiveness of the phase
of ownership verification is evaluated in Section V-E. Finally,
we conduct extensive experiments in Section V-F to demonstrate
that AMAO is more robust than prior works (such as PRADA [10]
and DAWN [27]) against adaptive adversaries.

(14)

B. Evaluations on Adversarial Training

To evaluate the defense effect of adversarial training, we
train two identical victim models: one is built with a traditional
training process and the other is built with an adversarial training
process. Test accuracy of these victim models is presented in
Table II.

After that, we perform JBDA-TR, KnockoffNet and Cloudleak
on these models. As shown in Table III, the accuracy of the

TABLE III
THE TEST ACCURACY (%) OF THE SUBSTITUTE MODEL UNDER THE DEFENSE
OF ADVERSARIAL TRAINING

Attack Scenario Dataset Stc.l. Ad.V'
train train

MNIST 91.23  87.08

Hard F-MNIST 7933  75.44

label CIFAR-10 42.80  40.05

R ImageNette ~ 51.27  47.26
JBDA-TR MNIST 9558  89.22
Soft F-MNIST 81.44  80.42

label CIFAR-10 4397 4036

ImageNette ~ 55.76  52.90

MNIST 89.57  78.89

Hard F-MNIST 40.38  35.80

label CIFAR-10 69.37  66.89

ImageNette ~ 55.90  50.80

KnockoffNet MNIST 9172 87.53
Soft F-MNIST 4210 4116

label CIFAR-10 73.02  72.20

ImageNette ~ 68.18  65.01

MNIST 83.72  79.46

Hard F-MNIST 76.07  71.91

label CIFAR-10 7815  76.69

ImageNette  86.64 82.77

Cloudleak MNIST 8636 8477
Soft F-MNIST 7826  74.83

label CIFAR-10 80.04  79.19

ImageNette ~ 88.19  85.50

Results with lower attack effect are bolded.

substitute model constructed by stealing the adversarially trained
model is always lower than the accuracy of the substitute model
constructed by stealing the standard trained model. Besides,
the results indicate that adversarial training is more effective
in the hard-label scenario and less effective in the soft-label
scenario. This is because the probability vector in the soft-label
scenario is more informative than a hard label. The adversary
can still obtain more information about the decision boundary
of the adversarially trained victim model. Overall, the results
demonstrate that adversarial training can decrease the attack
effect of model extraction attacks and force the adversary to
submit more malicious queries for the desired performance (the
detailed reason for the effectiveness of adversarial training in
decreasing the attack effect is described in Section II-C.).

C. Evaluations on Malicious Query Detection

First, before evaluating the effectiveness of our detection
method, we need to find the optimal hyperparameters (7" and
A) first. Specifically, we define samples from the test dataset
as benign and consider the synthetic (or surrogate) samples
as malicious. The defender is assumed to has a small number
(i.e., 100) of malicious samples from JBDA-TR, KnockoffNet
and Cloudleak. It can construct a small validation dataset that
includes malicious samples and benign samples to find the
optimal hyperparameters of the detector (as provided in Table
IV). Notably, as provided in Table V, these hyperparameters
have good generalizability that the optimal hyperparameters for
one attack can also achieve good performance in detecting the
other attacks.
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TABLE IV
THE OPTIMAL HYPERPARAMETERS OF THE DETECTOR

The attack method used

to create the validation set Dataset A T
MNIST 0998 153
F-MNIST 0998 151
JBDA-TR CIFAR-10 0981 150
ImageNette 0907 1.24
MNIST 0953 221
F-MNIST 0994 229
KnockoffNet CIFAR-10 0993 121
ImageNette 0963 1.39
MNIST 099 230
E-MNIST 0961 225
Clodleak CIFAR-10 0919 192
ImageNette 0914 1.19

TABLE V

THE GENERALIZABILITY OF THE HYPERPARAMETERS

The detection accuracy (%)

Dataset Attack with different hyperparameters
JBDA-TR ~ KnockoffNet — Cloudleak

JBDA-TR 87.85 85.04 83.44

MNIST KnockoffNet 93.75 94.17 86.89

Cloudleak 84.99 82.18 85.13

JBDA-TR 81.20 79.02 80.40

F-MNIST KnockoffNet 69.89 70.11 69.75

Cloudleak 74.37 74.76 74.87

JBDA-TR 78.99 77.15 75.99

CIFAR-10  KnockoffNet 86.23 87.09 79.85

Cloudleak 77.33 78.02 78.11

JBDA-TR 80.29 76.58 82.21

ImageNette  KnockoffNet 81.13 79.30 81.39

Cloudleak 83.04 76.79 83.31

After that, without loss of generality, we choose the hyperpa-
rameters for JBDA-TR in Table IV and compare our detection
method with the OOD detection [23]. In addition to accuracy, we
introduce another comprehensive metric (i.e., F1-score) to eval-
uate the performance of the detector. F1-score is the commonly
used evaluation metric to measure the overall performance of
the detector. Specifically, it is the harmonic average of precision
and True Positive Rate (TPR)

2 % Precision *x TPR,
Precision + TPR

Precision represents the proportion of correctly detected positive
(malicious) queries to all queries that are detected to be positive.
TPR (or Recall) indicates the proportion of correctly detected
positive queries to all positive queries. They can be calculated
as

F1=

s)

. TP
Precision = m (16)
TP
TPR= ———— 17
& TP+ FN’ a7

where the definitions of true positives (TP), false positives (FP),
false negatives (FN) and true negatives (TN) are described in
Table VII.
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TABLE VI
PERFORMANCE COMPARISON OF OUR DETECTION METHOD AND THE OOD
DETECTION [23]

Accuracy(%) Fl-score
Dataset Attack [23]/Ours [23]/Ours
JBDA-TR 76.15/87.85 0.68/0.87
MNIST KnockoffNet 86.20/93.75 0.82/0.93
Cloudleak 72.23/84.99 0.61/0.84
JBDA-TR 73.05/81.20 0.66/0.81
F-MNIST KnockoffNet 65.91/69.89 0.53/0.67
Cloudleak 66.33/74.37 0.54/0.73
JBDA-TR 73.41/78.99 0.67/0.76
CIFAR-10 KnockoffNet 84.55/86.23 0.83/0.87
Cloudleak 77.04/77.33 0.73/0.76
JBDA-TR 77.11/80.29 0.80/0.82
ImageNette  KnockoffNet 72.58/81.13  0.76/0.81
Cloudleak 77.16/83.04  0.80/0.84
Results with higher accuracy and F1-score are bolded.
TABLE VII
CONFUSION MATRIX
Detection result Positive Negative
|Actually label (malicious) | (normal)
Positive (malicious) P EN
Negative (normal) FP TN

The results in Table VI indicate that our detection method
has higher accuracy and Fl-score than OOD detection [23] in
detecting all types of malicious queries. This is mainly because
our method mitigates the problem of overconfidence in OOD de-
tection by introducing the temperature scaling technique (more
details can be found in Section IV-C).

Besides, we also compare the robustness of our detection
method and PRADA [10] against adaptive adversaries in Sec-
tion V-F. The experimental results demonstrate that PRADA is
ineffective in detecting surrogate samples (such as KnockoffNet)
and colluded malicious users, but our detection method still
achieves high detection accuracy in these scenarios.

D. Overall Evaluations on AMAO From End to End

In this section, we evaluate the effectiveness and computa-
tional overhead of AMAO from end to end.

1) Effectiveness of AMAO: Fisrtly, we evaluate the effec-
tiveness of AMAO from end to end through the metric of test
accuracy of the substitute model. Three state-of-the-art defenses
DAWN [27], Deceptive Perturbation [25] and Adaptive Misin-
formation [23] are selected as the baseline for comparison.

Specifically, we assume the defender returns perturbed results
with a probability of 1/16 and evaluate the attack performance
under these defenses.” Table VIII shows the test accuracy of
the substitute model under these defenses, where the results
of the baseline for the hard-label scenario show the results
of DAWN [27]; the results of the baseline for the soft-label
scenario show the best results of Deceptive Perturbation [25]
and Adaptive Misinformation [23]. The results demonstrate that

7.We have also tested with other probabilities such as 1/8 and 1/32. The
experiments give the same conclusions.
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TABLE VIII
THE TEST ACCURACY (%) OF THE SUBSTITUTE MODEL UNDER THE DEFENSE
OF AMAO AND THE BASELINE DEFENSE [23], [25], [27]

Attack Scenario Dataset No Baseline AMAO
defense defense
MNIST 91.23 87.30 67.21
Hard FE-MNIST 79.33 74.21 65.21
label CIFAR-10 42.80 35.35 32.62
i ImageNette | 5127 47.88 45.57
JBDA-TR MNIST 95.58 91.80 81.30
Soft F-MNIST 81.44 75.48 61.59
label CIFAR-10 43.97 40.97 37.16
ImageNette 55.76 50.70 48.53
MNIST 89.57 70.44 68.03
Hard F-MNIST 40.38 34.95 32.46
label CIFAR-10 69.37 63.48 49.30
ImageNette 55.90 50.88 44.20
KnockoffNet MNIST 91.72 80.56 80.11
Soft F-MNIST 42.10 37.81 34.24
label CIFAR-10 73.02 71.35 70.04
ImageNette 68.18 61.45 57.04
MNIST 83.72 73.14 67.28
Hard F-MNIST 76.07 67.82 63.64
label CIFAR-10 78.15 67.59 61.02
ImageNette 86.64 73.60 68.04
Cloudleak MNIST 86.36 75.93 72.88
Soft F-MNIST 78.26 71.33 64.94
label CIFAR-10 80.04 71.09 67.50
ImageNette 88.19 78.10 71.59

Results with better defense effect are bolded.

our AMAO is much more effective than these prior works in re-
ducing the attack performance of the considered three model ex-
traction attacks. This is because our label-flipping-attack-based
adaptive query response scheme is more effective in disrupting
the training process of the substitute models, which affects the
performance of model stealing attacks. Besides, AMAO also
introduces adversarial training to further decrease the attack
performance, which is not considered in any of the existing
model stealing defenses. In addition, the results indicate that
the defensive effect of AMAO is better against the attack of
JBDA-TR and Cloudleak. This is because the two attacks use
natural data or synthetic data as malicious queries, replying to
malicious users with perturbed results can more directly and
effectively decrease the performance of the substitute model.
Besides, we also calculate the test accuracy of the victim
model to evaluate whether the model utility is greatly influenced
by these defenses. Specifically, AMAO and Adaptive Misin-
Sformation [23] first distinguish malicious users by detecting
malicious queries, and only output perturbed results for mali-
cious users. They have almost no effect on the normal utility
of the victim model;® Deceptive Perturbation [25] perturbs the
classification probability values of the output results, but keeps
the output labels unchanged, so it also has no effect on the top-1
accuracy of the victim model; DAWN [27] changes the output
label with the predefined probability. The results in Table IX
indicates that the impact of AMAO on the model utility is quite
small (less than 3%), which is acceptable for the defender.

8.Adversarial training in AMAO has a slight effect on the utility of the victim
model.

TABLE IX
THE UTILITY (L.E., TEST ACCURACY) OF THE VICTIM MODEL UNDER AMAO
AND THE BASELINE DEFENSE [23], [25], [27]

Dataset No defense  [23], [25] AMAO [27]
MNIST 99.21 99.21 99.13 93.01
F-MNIST 92.11 92.11 89.24 86.35
CIFAR-10 93.40 93.40 91.01 87.56
ImageNette 90.62 90.62 88.99 84.95
TABLE X
COMPUTATIONAL OVERHEAD OF AMAO
Dataset Phase Computational
overhead
Adversarial training 9.19 (min)
Malicious query detection <0.01 (ms)
MNIST Adaptive query response 17.31 (ms)
Ownership verification 607.68 (ms)
Adversarial training 15.63 (min)
z Malicious query detection <0.01 (ms)
F-MNIST Adaptive query response 21.25 (ms)
Ownership verification 648.96 (ms)
Adversarial training 90.74 (min)
) Malicious query detection <0.01 (ms)
CIFAR-10 Adaptive query response 37.61 (ms)
Ownership verification 794.57 (ms)
Adversarial training 217.05(min)
Malicious query detection <0.01 (ms)
ImageNette Adaptive query response 67.14(ms)
Ownership verification 978.30(ms)

2) Computational Overhead of AMAO: We evaluate the
computational overhead of AMAO and present the results in
Table X. All experiments are run on NVIDIA 24 GB Tesla M40.

It is important to point out that adversarial training is per-
formed during the training process of the model, which can be
considered as an offline operation. Besides, ownership verifica-
tion only executes when a suspected model needs to be verified
for ownership. Thus, the computational overhead of AMAO
for a single query only includes the phases of malicious query
detection and adaptive query response, which are acceptable
for the defender. Besides, the computational overhead will be
further reduced if these operations are run on high performance
cloud servers.

E. The Effectiveness of the Ownership Verification

In this section, we evaluate the effectiveness of ownership ver-
ification, which is the post hoc defense of AMAO. Concretely,
experiments are conducted to calculate the watermark accuracy
of the perturbed (or watermarked) results’ in the phase of
adaptive query response, where the watermark accuracy denotes
the verification probability of the perturbed results. Meanwhile,
we also evaluate the watermark accuracy of a substitute model
trained with non-watermarked results as a comparison.

As shown in Table XI, all the substitute models trained with
perturbed results have high watermark accuracy, which demon-
strates that the perturbed results can serve as a model watermark

9.The probability of perturbing the results is set to 1/16, which follows the
assumption made in Section V-D1.
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TABLE XI
THE WATERMARK ACCURACY (%) OF THE SUBSTITUTE MODELS

Watermarked results

Attack Scenario Dataset

v X
MNIST 89.71 0.31
Hard F-MNIST 96.75 0.01
label CIFAR-10 97.77 0.00
R ImageNette 90.88 0.37
JBDA-TR MNIST 88.30 0.23
Soft F-MNIST 95.62 0.00
label CIFAR-10 96.13 0.00
ImageNette 89.05 0.49
MNIST 91.04 0.42
Hard F-MNIST 97.33 0.08
label CIFAR-10 100.00 0.27
ImageNette 95.44 0.29
KnockoffNet MNIST 90.26 0.37
Soft F-MNIST 97.65 0.04
label CIFAR-10 96.99 0.19
ImageNette 87.68 0.36
MNIST 99.97 0.51
Hard F-MNIST 98.47 0.09
label CIFAR-10 97.17 0.24
ImageNette 93.57 0.61
Cloudleak MNIST 96.82 0.40
Soft F-MNIST 94.23 0.02
label CIFAR-10 95.05 0.17
ImageNette 91.10 0.35

and verify the ownership after a model extraction attack. Besides,
as presented in the most right column in Table X1, the watermark
accuracy of all substitute models trained without perturbed
results is close to 0, which indicates that the perturbed results
are hardly verified in normal models. Therefore, the defender
can easily verify the ownership of the suspicious model through
our ownership verification algorithm (Algorithm 3).

F. The Robustness of AMAO Against Adaptive Adversaries

In this section, we first evaluate the robustness of AMAO
against adaptive adversaries with prior knowledge of the mali-
cious query detection phase, the adaptive query response phase
and the ownership verification phase, respectively.'” Then, we
evaluate the robustness of AMAO under a state-of-the-art adap-
tive model extraction attack strategy D-DAE [58]. In this way,
we demonstrate that AMAO shows a significant defensive ad-
vantage over prior works.

1) Aware of the Malicious Query Detection Phase: First, we
consider the scenario in which the adversary is aware of the
malicious query detection phase. The adversary may collude
with multiple malicious users or mix malicious queries with
benign queries or use surrogate data as malicious queries (such
as KnockoffNet) to evade detection. We demonstrate that an
adaptive adversary employing these strategies can evade the
detection of PRADA [10], but will be detected by our detection
method.

10.In practice, adversarial training is a commonly used technique to defend
against adversarial attacks. Prior knowledge of the adversarial training phase
is not helpful for model stealing attacks aimed at model functionality stealing.
Thus, we only consider the adaptive adversary who is aware of the other three
defensive phases.
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Fig.7. Distribution of Lo distances for benign queries and malicious queries,
where synthetic data includes samples generated by JBDA-TR (or Cloudleak)
and surrogate data includes samples from KnockoffNet attack.

Specifically, PRADA calculates the distribution of successive
queries to distinguish whether a user is malicious or not. As
illustrated in Fig. 7(a), the distribution of distances between
benign samples tends to follow Gaussian distribution. However,
as illustrated in Fig. 7(b), the distribution of distances be-
tween synthetic samples (generated by JDBA-TR or Cloudleak)
apparently deviates from the Gaussian distribution. However,
PRADA is ineffective in detecting surrogate samples such as
KnockoffNet. Because the surrogate samples come from a natural
data distribution and each sample is independent and identi-
cally distributed without correlation. As illustrated in Fig. 7(c),
the distributions of surrogate data KnockoffNet also follow Gaus-
sian distribution and the defender can not distinguish them from
the distributions of benign data.

Besides, an adaptive adversary may make its synthetic sam-
ples uncorrelated (i.e., as a natural data distribution) by in-
volving multiple colluded malicious users, thereby evading the
detection of PRADA. For example, we simulate the case where
an adversary registers multiple user accounts and assigns the
relevant (or similar) malicious queries to different users to make
malicious queries sent by each colluded user unrelated (i.e.,
follows Gaussian distribution). The distribution of malicious
queries from one of the colluded users is illustrated in Fig. 8,
which also follows Gaussian distribution.

On the contrary, our detection method performs independent
detection for each query and is therefore more robust against
these scenarios. Our experiments confirm that the detector of
AMAO can still achieve the good performance presented in
Table VI against colluded malicious users or surrogate samples
such as KnockoffNet.
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Fig. 8. Distribution of Lo distances for JBDA-TR malicious queries from the
colluded user.

In addition, a malicious user may also mix malicious queries
with benign queries in its queries to enhance the stealthiness of
the attack. The suspect function .S of the user can be reduced by
employing this strategy. However, this will result in a significant
increase in the adversary’s query expense. For instance, we
assume the detection accuracy of our detector is 80% and the
threshold for S to determine whether a user is malicious is
set to 0.1. The malicious user needs to mix more than 87.5%
benign queries to ensure the stealthiness of the attack. Since the
number of malicious queries is only 12.5% of the total number of
queries, the adversary needs to spend about 10 times the number
of queries to accomplish the same attack effect when employing
this strategy. It is unrealistic for the adversary to have such a
large number of benign samples and the model stealing attack
will be unworthy with such a large query expense.

2) Aware of the Adaptive Query Response Phase: In practice,
it is unrealistic for an adversary to manually distinguish which
response result has been perturbed one by one. However, the
adversary can distinguish whether the result is perturbed by
analyzing the indistinguishability of the response result, i.e.,
whether two same (or similar) query samples yield different
response results. If the adversary receives many different pre-
dictions for the same or similar query samples, it may be aware
of the adaptive query response phase and discard the perturbed
results. Actually, the synthetic samples of model extraction
attacks (such as JBDA-TR and Cloudleak) tend to have high
similarities because they are generated by adversarial attacks
or other methods (such as data augmentation) from a seed
dataset.

DAWN [27] used the hash value of the input to produce
the random prediction and employed a mapping function to
ensure this indistinguishability. However, it can not guaran-
tee the indistinguishability in the case of data augmentation
transformations [12], [29], [30]. In this work, we employ the
image pHash algorithm to ensure the indistinguishability of our
adaptive response strategy in the case of adversarial attacks and
data augmentation.

Specifically, we first use the same method in Section V-C to
find the optimal similarity threshold to distinguish the similar
and dissimilar samples. After that, we use these similarity thresh-
olds to determine whether an input sample is a synthetic sample
generated from the recorded sample (the generation method in-
cludes JBDA-TR, Cloudleak and data augmentation [12], [29]).
As presented in Table XII, the pHash algorithm can identify
synthetic samples of the recorded sample with high accuracy.
Besides, the computation overhead of the pHash algorithm is
negligibly small (see Table X). Thus, the defender can ensure

TABLE XII
EVALUATIONS OF THE PHASH ALGORITHM

Model Similarity threshold Identification accuracy
MNIST 0.63 88.56
F-MNIST 0.66 83.83
CIFAR-10 0.64 92.03
ImageNette 0.63 95.20

the indistinguishability by returning the same perturbed result
for the synthetic samples of the recorded sample and the adaptive
adversary can not distinguish which result is perturbed.

3) Aware of the Ownership Verification Phase: Finally, we
consider the scenario where the adversary is aware of the own-
ership verification phase. The adversary may try to invalidate
backdoors embedded in the stolen model through model com-
pression methods, such as model pruning [59].

To evaluate the robustness of our ownership verification
scheme against such an adaptive adversary, we adopt the model
pruning algorithm used in [59], which trims the parameter with
a small absolute value to zero. Then we calculate the verifica-
tion probability (VP) of the perturbed results and test accuracy
(ACC) of the substitute model with different degrees of model
pruning. As shown in Fig. 9, the verification probabilities are
always higher than the test accuracies even when the model
performance is degraded significantly due to the large pruning
rate. It demonstrates that our ownership verification scheme is
robust against such model pruning.

4) Robustness of AMAO Against Adaptive Attack Strategy
D-DAE [58]: In this section, we evaluate the robustness of
AMADO against a state-of-the-art adaptive model extraction at-
tack strategy D-DAE [58], which aims to break the defenses
of prediction with perturbations. Specifically, D-DAE includes
two main modules, i.e., disruption detection and disruption
recovery, where meta-learning is used in the disruption detection
phase to detect disrupted results and well-designed generative
models are used to restore the clean result from the disrupted
result. We integrate D-DAE with the considered model extraction
attacks and evaluate the performance of AMAO and the baseline
defenses (DAWN [27], Deceptive Perturbation [25] and Adaptive
Misinformation [23]) under this adaptive attack strategy.

The results of the test accuracy of the substitute models are
presented in Table XIII, where the results of the baseline for
the hard-label scenario show the defense results of DAWN [27];
the results of the baseline for the soft-label scenario show the
best defense results of Deceptive Perturbation [25] and Adaptive
Misinformation [23]. The results indicate that the integration of
D-DAE strategy can weaken the effectiveness of the defenses
to some extent. However, AMAO can still achieve good de-
fensive effect against the model extraction attacks integrated
with D-DAE strategy. In comparison, AMAO can achieve better
defensive effect than baseline defense regardless of whether the
adversary uses D-DAE strategy or not.

In conclusion, the results in Section V-F demonstrate that
AMADO is more robust than baseline defense against adaptive
adversaries.
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Fig. 9. Robustness of the ownership verification against model pruning.

TABLE XIII
THE ATTACK PERFORMANCE (L.E., TEST ACCURACY OF THE SUBSTITUTE
MODEL) OF THE MODEL EXTRACTION ATTACKS (WITHOUT/WITH ADAPTIVE
ATTACK STRATEGY D-DAE) UNDER THE DEFENSE OF AMAO AND THE
BASELINE DEFENSE

Baseline

Attack Scenario Dataset AMAO
defense
MNIST 87.30/89.57  67.21/69.32
Hard F-MNIST 74.21/77.89  65.21/68.33
label CIFAR-10 35.35/38.15  32.62/36.07
JBDA-TR/ ImageNette | 47.88/50.98  45.57/48.19
D-JBDA-TR MNIST 91.80/93.48  81.30/83.55
Soft F-MNIST 75.48/78.20  61.59/64.01
label CIFAR-10 40.97/43.07  37.16/38.99
ImageNette | 50.70/53.06  48.53/50.55
MNIST 70.44/75.89  68.03/73.24
Hard F-MNIST 34.95/38.09  32.46/35.23
label CIFAR-10 63.48/67.24  49.30/54.44
KnockoffNet / ImageNette 50.88/52.97  44.20/47.03
D-KnockoffNet MNIST 80.56/85.66  80.11/84.97
Soft F-MNIST 37.81/41.20  34.24/38.58
label CIFAR-10 71.35/72.99  70.04/71.67
ImageNette | 61.45/65.07  57.04/60.75
MNIST 73.14/78.98  67.28/75.06
Hard F-MNIST 67.82/71.54  63.64/67.30
label CIFAR-10 67.59/72.87  61.02/69.98
Cloudleak/ ImageNette | 73.60/78.29  68.04/73.80
D-Cloudleak MNIST 75.93/78.50  72.88/75.25
Soft F-MNIST 71.33/74.41  64.94/68.54
label CIFAR-10 71.09/75.19  67.50/71.58
ImageNette | 78.10/82.88  71.59/76.64

! D-JBDA-TR, D-KnockoffNet and D-Cloudleak represent the considered
model extraction attacks integrated with D-DAE.

2 The attack performance of these model extraction attacks integrated
with D-DAE under no defense is the same as the results presented in
TABLE 8.

Results with better defense effect are bolded.

VI. LIMITATIONS

It should be pointed out that we only consider data-limited
adversary in this work, where the adversary only has a small
number of private training samples. In terms of the adversary that
has access to the complete private training dataset (unlabeled),
it can use a semi-supervised learning method (such as [42]) to
query the victim model with unlabeled training samples and train
a substitute model. Our proposed defense is less effective in this
scenario.

To defend against such model extraction attacks that use
original private training data (unlabeled) as malicious queries,
defenders can use image matching methods [60] to identify
private training data in malicious queries and detect such attacks.
In addition, defenders can also use membership inference attack
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methods (such as Dataset Inference [61]) to determine if a
suspicious model is trained based on the private training dataset
and verify the model ownership. These methods can be also
integrated into our AMAO and enable AMAO to defend against
this type of attack. In the future, we intend to explore new defense
methods to make the defense framework more comprehensive
and able to defend against more types of model extraction
attacks.

VII. CONCLUSION

In this paper, we proposed AMAO, a comprehensive frame-
work that has countermeasures against model extraction attacks
for every stage in the model development pipeline from training,
prediction to release. Specifically, it consists of four closely con-
nected phases: adversarial training, malicious query detection,
adaptive query response and ownership verification. Each phase
of AMAO is designed with a competitive defense strategy, which
outperforms previous work. Experiments conducted on four
datasets (i.e., MNIST, F-MNIST, CIFAR-10 and ImageNette)
clearly demonstrate the superiority of AMAO compare with
state-of-the-art defenses in defending against model extraction
attacks including JBDA-TR, Cloudleak and KnockoffNet. Be-
sides, extensive experiments demonstrate AMAO is also robust
against a variety of adaptive adversary scenarios.
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