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Abstract
Federated Learning (FL) suffers from severe performance degrada-

tion due to the data heterogeneity among clients. Some existing

work suggests that the fundamental reason is that data heterogene-

ity can cause local model drift, and therefore proposes to calibrate

the direction of local updates to solve this problem. Though effective,

existing methods generally take the model as a whole, which lacks

a deep understanding of how the neurons within deep classification

models evolve during local training to form model drift. In this

paper, we bridge this gap by performing an intuitive and theoretical

analysis of the activation changes of each neuron during local train-

ing. Our analysis shows that the high activation of some neurons on

the samples of a certain class will be reduced during local training

when these samples are not included in the client, which we call

neuron drift, thus leading to the performance reduction of this class.

Motivated by this, we propose a novel and simple algorithm called

FedNLR, which utilizes Neuron-wise Learning Rates during the FL

local training process. The principle behind this is to enhance the

learning of neurons bound to local classes on local data knowledge

while reducing the decay of non-local classes knowledge stored in

neurons. Experimental results demonstrate that FedNLR achieves
state-of-the-art performance on federated learning with popular

deep neural networks.
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• Computer systems organization → Distributed architec-
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1 Introduction
Federated learning (FL) is emerging as a prominent framework to

train deep neural networks (DNNs) via the collaboration among

clients without sharing their original dataset [25, 32, 38, 42], and

has been widely adopted in various applications such as medical

image processing [9, 27, 44] and recommendation [2, 35]. The ba-

sic steps of FL [32] is to iteratively run the local training of the

models in multiple clients separately and the global aggregation

of all updated models in the server. Although the process of FL is

easy to implement, the data among clients is usually statistically

heterogeneous (i.e., not independently and identically distributed,

NonIID), greatly degrading the performance.

Many works have been proposed to solve the NonIID problem.

One of the representative categories is to explore the essence of per-

formance degradation from the perspective of optimization, which

considers the client drift (i.e., model drift) caused by the NonIID as

the main reason for performance degradation. More specifically,

Karimireddy et al. [17] claim that the optimum of multiple clients

are different from each other and are also far away from the global

optimum due to the NonIID data, thus resulting in the drift of opti-

mization direction. Considering this, a series of approaches seek to

achieve consistency of the local models across clients. For example,

some methods add regularization on the local loss function to facil-

itate the local model to approach the global optimal model [1, 23].

Other works consider that the local gradient is biased and then

correct the local gradient to align the global gradient [7, 17, 37]

There are also some works that seek to calibrate the output of the

last layer or the last-second layer to align them with the global

model to achieve consistency [19, 22, 47]. Although these methods

are effective, they generally view the deep neural network (DNN)

as a whole, which lacks a deep understanding of how the neurons

within the DNN evolve to form the issue of model drift.

In this paper, we seek to tackle the NonIID challenge of FL from

the microscopic level by decomposing the DNN as a set of neurons
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to fully unleash FL performance potential. Specifically, we find

that the set of high-activation neurons within a well-converged

global DNN over each class is distinct from other classes, where

these neurons we call bound neurons of this class. However, during
the local training process, each client tends to overuse the DNN

neurons by homogenizing as many neurons as possible to obtain

high activation over its local data. Due to the data heterogeneity

among clients, this may lead to the activation reduction of bound

neurons of those data classes that are not included in this client,

which we call neuron drift. As a consequence, how to prevent the

activation of bound neurons over classes that are not included in

the client from being reduced is the key to the global model learning

the global data distribution.

Motivated by this discovery, we propose an effective yet simple

method named FedNLR, which allows each client to locally train

the deep neural network with neuron-wise learning rates. More

specifically, FedNLR sets a specific learning rate for the parameters

of each neuron based on their activation over the local data. The

learning rate of a neuron is set to be smaller if its activation over

the local data is smaller. The principle behind this is to enhance the

learning of neurons bound to local classes on local data knowledge

while restricting the decay of non-local classes knowledge stored in

neurons. We conduct extensive experiments on various DNNs and

datasets of which the experimental results show that our method

outperforms existing methods. Besides, as far as we know, our
method is the first to solve the NonIID challenge from the perspective
of adapting the local learning rate, which is orthogonal to existing
approaches. Our experimental results show that the performance of

existing methods receives further improvement as combined with

our method. Our contributions are:

• We are the first to investigate how the FL data heterogeneity

affects the trained DNNs by decomposing the DNN into a set

of neurons instead of viewing it as a whole. We identify that

the activation value of a neuron on some certain class will

be reduced during the local training process of a client if this

client has no access to the samples of this class, resulting in

performance degradation.

• We propose a novel method that allows each client to restrict

the update of neurons bound to the other clients and en-

hances the learning of neurons bound to its local data during

the local training process via leveraging neuron-wise learn-

ing rates. The learning rate for each neuron is adaptively set

based on its activation over the local data.

• We provide a theoretical analysis that guarantees the conver-

gence of the proposed method. Besides, the experiments con-

ducted on various configurations such as different learning

rates and different numbers of clients consistently demon-

strate the effectiveness of our method.

2 Related Work
To train a global model, many previous efforts have been proposed

to solve the NonIID challenge in FL [12, 14, 39]. There are mainly

two types of work which include either adding a regularization

item to the local loss or calibrating the local model update with the

global information to achieve consistency across clients.

Regularization-based Consistency Some methods propose

adding a regularization on the local loss function to achieve the

consistency of local updated models [1, 23]. FedProx [23] penalizes

the proximal term on the local objective to force the local update

towards both the local optimum and the last global model. [1] pro-

posed a dynamic regularizer that is based on the current local model

and the received global model to achieve the same stationary point

across all clients. [8] combines the local training process with the

primal-dual algorithm to enhance the consistency among different

variable models. FedSpeed [37] considers that the prox-term will

also introduce the bias and then applies the prox-correction term

on the current local updates to efficiently reduce the bias. [40] show

that the hyper-parameters in the local update process also have an

impact on the consistency and then regularize the local update. By

encompassing the proximal term, [3] further propose a surrogate

loss for the quadratic models and show that the local learning rate

decay can balance the trade-off between the convergence rate and

the inconsistency. [31] applies a local fixed-point to implicitly con-

trol the convergence of the local model. Based on the inconsistency

of local update, [16] propose adaptively tuning the global step size

via computing a regularized term of all local updates.

Calibration-based Consistency Other works consider that the

local gradient is biased and then correct the local gradient to align

the global gradient [13, 17, 37, 43]. [17] firstly demonstrates the

drift of local update in FL and then propose Scaffold that exploits

the bias of the local gradient to the global gradient to mitigate these

drifts. [7] consider the drift between the local optimal model and

the global optimal model essentially exists and propose learning the

drift term to compensate local gradient. [29] propose incorporating

the information of global gradient in the local training process such

that the local bias can be mitigated. Some studies also introduce the

momentum to the FL where the momentum also contains the infor-

mation of past gradients from other clients such that the drift can be

implicitly calibrated [18, 36, 41, 45]. Considering the last layer cares

most about the classification, FedRS [26] utilizes an asymmetric

loss function to calibrate the bias of the last-layer parameters of

different classes. Similarly, there are also some works that seek to

calibrate the output of the last layer or the last-second layer to align

them with the global model to achieve consistency [19, 22, 47].

This paper focuses on the drift problem of local models across

clients in federated learning. Different from previous works that

usually view the training DNN as a whole and consider the drift of

the whole local update, we aim to solve the neuron drift problem

which is a fine-grained phenomenon of the client drift. To tackle

this challenge, we adopt neuron-wise learning rates during the local

training process, which is orthogonal to existing works.

3 Problem Formulation and Preliminaries
Problem Formulation. Our goal is to collectively train a global

model in Federated Learning (FL) for a total of 𝐾 clients. Each client

𝑘 has exclusive access to their private local dataset D𝑘 which con-

sists of 𝐷𝑘 data samples (𝑥𝑛
𝑖
, 𝑦𝑖 ), where 𝑥𝑖 represents the 𝑖-th input

data sample and 𝑦𝑖 belongs to a set of possible labels {1, 2, . . . ,𝐶}
with 𝐶 denoting the total number of classes. The primary objective

is to train a global model w that minimizes the total empirical loss

across all local datasets. The loss function is formulated as:

min

w
𝐹 (w) :=

𝐾∑︁
𝑘=1

𝐷𝑘

𝐷
𝐹𝑘(w),where 𝐹𝑘 (w)= 1

𝐷𝑘

𝐷𝑘∑︁
𝑖=1

𝑓𝑘 (w;𝑥𝑖 , 𝑦𝑖 ), (1)
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(b) Training Process

Figure 1: An example of two-client federated learning. One client is sampled in each round and each client only contains
samples of one single label, i.e., client 1 with class 1 and client 2 with class 2. The data of classes 1 and 2 are denoted by triangle
and circle respectively. The upward arrow represents that the value of the parameter is improved and the downward arrow
has the opposite meaning. As can be seen, after training the model in client 1, the parameters corresponding to the bonded
neurons of class 2 may be improperly tuned, leading to their reduced activation magnitude over the data of class 2. A similar
phenomenon also exists in the client 2, which we call neuron drift.

where 𝐷 =
∑𝐾
𝑘=1

𝐷𝑘 denotes the total size of all local datasets,

𝐹𝑘 (w) represents the local loss for the 𝑘-th client, and 𝑓𝑘 (·) usu-
ally adopts the cross-entropy loss which measures the discrepancy

between the model’s predictions and the actual ground truth labels.

Basics of deep neural network. We consider a deep neural net-

work comprising 𝐿 layers, where each layer 𝑙 consists of 𝑀𝑙 neu-

rons. The model’s weight parameters are represented as w and the

parameters of the 𝑙-th layer are denoted by w𝑙 . For each neuron

indexed as 𝑖 in the 𝑙-th layer, we compute its activation output as

ℎ𝑙,𝑖 = 𝜎 (w𝑇𝑙,𝑖h𝑙−1
). In this expression, we use the commonly used

activation function ReLU to signify 𝜎 (·), while w𝑙,𝑖 corresponds
to the parameters specific to this neuron. Furthermore, hl−1 de-

notes the outputs of all neurons in the preceding 𝑙 − 1-th layer,

characterized as hl−1 = [ℎ𝑙−1,1, . . . , ℎ𝑙−1,𝑚𝑙−1

].

4 Neuron Drift
To make predictions, deep neural networks activate different neu-

rons for the data of different classes. In particular, given a well-

converged model, each class is bound to a specific subset of neu-

rons, where the activation magnitude of these neurons over this

class is larger than other classes. Formally, these bound neurons

are defined as follows.

Definition 1. Considering a neuron 𝑖 , if its activation magnitude
ℎ𝑐
𝑖
over the data of class 𝑐 is larger than the activation ℎ𝑐

′
𝑖
over data

of other classes 𝑐′, i.e., min𝑖∈D𝑐ℎ𝑐𝑖 > max𝑖∈D𝑐′ℎ
𝑐′
𝑖
,∀𝑐′ ∈ [𝐶], 𝑐′ ≠ 𝑐 ,

then the neuron 𝑖 is defined as the bound neuron of the class 𝑐 .

Now, based on the theories of neural collapse [6, 10, 28], we show

that each data class corresponds to a subset of bounded neurons in

converged neural networks by the following theorem.

Theorem 1. Considering the neural network has reached the opti-
mal solution of (1) over the balanced-class dataset, if the loss function
𝑓 (·) is cross-entropy (CE) or mean-square-error (MSE) and the ac-
tivation function is ReLU, then there exists a non-empty subset H𝑐

consisting of bound neurons for each class 𝑐 .

Proof. We denote the parameters of the last classifier layer

corresponding to the class 𝑐 as w𝐿,𝑐 , and denote the activation of

the last-second layer over the data of class 𝑐 as h𝑐
𝐿−1

. Based on the

theories of neural collapse, it can be concluded that

w𝐿,𝑐 = 𝐴h𝑐𝐿−1
, (2)

when the model achieves the optimal solution for CE loss (Theo-

rem 1 of [6]) and for MSE loss (Theorem 3 of [10]), where𝐴 > 0 is a

constant. Since the optimal model minimizes the objective function

(1), it makes correct predictions over the training dataset. Hence, for

any data sample of the class 𝑐 , its prediction score 𝑝𝑐 corresponding

to the class 𝑐 is larger than other classes 𝑐′, i.e., 𝑝𝑐 > 𝑝𝑐′ . The pre-

diction score 𝑝𝑐 for each class 𝑐 is calculated based on the softmax

𝑝𝑐 =
exp(w𝑇

𝐿,𝑐
h𝑐
𝐿−1

/𝑇 )∑𝐶
𝑖=1

exp(w𝑇
𝐿,𝑖

h𝑐
𝐿−1

/𝑇 ) . Based on this definition, the prediction

scores of different classes for the sample 𝑥 of class 𝑐 satisfy

𝑝𝑐 =
exp(w𝑇

𝐿,𝑐
h𝑐
𝐿−1

/𝑇 )∑𝐶
𝑖=1

exp(w𝑇
𝐿,𝑖
h𝑐
𝐿−1

/𝑇 )
> 𝑝𝑐′ =

exp(w𝑇
𝐿,𝑐′h

𝑐
𝐿−1

/𝑇 )∑𝐶
𝑖=1

exp(w𝑇
𝐿,𝑖
h𝑐
𝐿−1

/𝑇 )
(3)

for any class 𝑐′ ∈ [𝐶], 𝑐′ ≠ 𝑐 . By eliminating the denominators of

both sides of (3), we get that

w𝑇𝐿,𝑐h
𝑐
𝐿−1

> w𝑇𝐿,𝑐′h
𝑐
𝐿−1

. (4)

Bringing (2) to (4), we have

𝐴(h𝑐𝐿−1
)2 > (h𝑐

′
𝐿−1

)𝑇 h𝑐𝐿−1
, (5)

which directly derives the following inequality

(h𝑐𝐿−1
− h𝑐

′
𝐿−1

)𝑇 h𝑐𝐿−1
> 0 ⇔

𝑀𝐿−1∑︁
𝑖=1

(ℎ𝑐𝐿−1,𝑖 − ℎ
𝑐′
𝐿−1,𝑖 )ℎ

𝑐
𝐿−1,𝑖 > 0, (6)

which indicates that there exists a subset of neuronsH𝑐 ⊂ [𝑀𝐿−1],
the following inequality holds

(ℎ𝑐𝐿−1,𝑖 − ℎ
𝑐′
𝐿−1,𝑖 )ℎ

𝑐
𝐿−1,𝑖 > 0. (7)
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for each 𝑖 ∈ H𝑐
. Since the activation output by the ReLU func-

tion is always non-negative, i.e., ℎ𝑐
𝐿−1,𝑖

≥ 0,∀𝑖 ∈ [𝑀𝐿−1], we can
immediately obtain that

ℎ𝑐𝐿−1,𝑖 − ℎ
𝑐′
𝐿−1,𝑖 > 0. (8)

for each 𝑖 ∈ H𝑐
. The proof is done. □

Noting that the activation function is ReLU(w𝑇
𝑙,𝑖
h𝑙−1

) and the

prediction probability 𝑝𝑐 for each class 𝑐 is 𝑝𝑐 =
exp(w𝑇

𝐿,𝑐
h𝑐
𝐿−1

/𝑇 )∑𝐶
𝑖=1

exp(w𝑇
𝐿,𝑖

h𝑐
𝐿−1

/𝑇 ) ,

indicating that high activation magnitude strongly contributes to

the classification result. In the following text, for ease of expression,

we also call the neurons subset H𝑐
as the bound neurons of the

class 𝑐 . Obviously, reducing the activation magnitude of bound neu-

rons corresponding to some given class 𝑐 will inevitably decrease

its prediction probability and thus decrease the prediction accuracy.

Unfortunately, in FL scenario, we show that the activation magni-

tude of the bound neurons of some data classes may be severely

reduced during the training process due to the data heterogeneity

across clients. We show this by specifying the following example.

Example 1. We consider training a two-layer neural network over

two clients, as shown in Figure 1. The task is the binary classification

with the label 𝑦 = 1 or 𝑦 = 2 corresponding to samples distributed

around (1, 1/3) and around (1/3, 1) respectively. By simulating the

data heterogeneity, we consider each client has only access to the

samples of one single class (𝑦 = 1 for client 1 and 𝑦 = 2 for client 2).

The initialized parameters of the neural network are presented in

the server of Figure 1a. The bound neurons for the class 𝑦 = 2 are

denoted by gold color, i.e., the second hidden neuron ℎ1,2 which

has a high activation over the data of class 2. Now, we show that

the expected activation of all neurons over the class 2 is reduced

after local training in client 1:

Δℎ1,1 = ℎ2

1,1 − ˜ℎ2

1,1 = 0.67 − 0.73 = −0.06,

Δℎ1,2 = ℎ2

1,2 − ˜ℎ2

1,2 = 1.11 − 1.04 = 0.07,

Δ𝑝1 = 𝑝1 − 𝑝1 = 0.45 − 0.63 = −0.18,

Δ𝑝2 = 𝑝2 − 𝑝2 = 0.55 − 0.37 = 0.18,

(9)

where ℎ2

1,2
and

˜ℎ2

1,2
represent the activation of class 2 before and

after training an iteration in client 1 with the learning rate 0.5. 𝑝2

and 𝑝′
2
represent the probability score over the data of the class 2

before and after local training. By observing the value Δℎ1,2, we

can conclude that the activation of bound neurons over class 2 is

greatly reduced after local training in client 1. This also leads to a

probability reduction as presented by Δ𝑝2, decreasing the accuracy

of the class 2. As a comparison, the values of Δℎ1,1 and Δ𝑝1 indicate

that the risk of class 2 data being misclassified into class 1 increases.

We call this phenomenon neuron drift, which is the essence of neural
networks occurring client drift [1, 17].

The example shows that each client tends to train the neural

network to maximize the probability score over its local data. The

client realizes its objective by increasing the activation magnitude

of neurons over its local data classes. When the bound neurons of

a class missed by the client are included in these updated neurons,

the phenomenon of neuron drift occurs. In fact, the phenomenon

of neuron drift presented in Example 1 exists in general two-layer

neural networks.

Theorem 2. Considering a two-layer neural network has reached
the optimal solution of (1) over the balanced-class dataset of the bi-
nary classification task, and its activation function is ReLU, if the
neural network is trained a local step in a client 𝑘 without the data of
class 𝑐 , then the activation magnitude of the bonded neurons H𝑐

over the class 𝑐 data 𝑥𝑐
𝑖

∈ D𝑐 are reduced as 𝑥𝑇
𝑘
𝑥𝑐
𝑖

> 0. More
specifically, the activation reduction Δℎ1,𝑚 of the 𝑚-th neuron of
the hidden layer is w𝑇

1,𝑚
𝑥𝑐
𝑖
as w𝑇

1,𝑚
𝑥𝑐
𝑖
− 𝜂∑𝑥𝑘 ∈D𝑘 𝑥𝑇𝑘 𝑥𝑐𝑖 ((𝑝𝑐′ (𝑥𝑘 ) −

1)𝑤2,𝑐′,𝑚+𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐,𝑚

)
≤ 0, and otherwise, the activation reduction

is 𝜂
∑
𝑥𝑘 ∈D𝑘 𝑥

𝑇
𝑘
𝑥𝑐
𝑖

(
(𝑝𝑐′ (𝑥𝑘 ) − 1)𝑤2,𝑐′,𝑚 + 𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐,𝑚

)
.

Proof. Consider the class 𝑐 and one of its bonded neurons

ℎ1,𝑚 ∈ H𝑐
in the hidden layer. The updated formula of the pa-

rameter connected to this neuron is:

𝑤̃1,𝑚,𝑗 = 𝑤1,𝑚,𝑗 − 𝜂
∑︁

𝑥𝑘 ∈D𝑘
𝑥
𝑗

𝑘

(
(𝑝𝑐′ (𝑥𝑘 ) − 1)𝑤2,𝑐′,𝑚 + 𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐,𝑚

)
,

where 𝑤̃1,𝑚,𝑗 denotes the parameter after local training in the client

𝑘 , 𝑝𝑐 (𝑥𝑘 ) denotes the probability score of 𝑥𝑘 over the class 𝑐 , and 𝑥
𝑗

𝑘
denotes the 𝑗-th dimension of the sample 𝑥𝑘 . Considering the model

has achieved convergence of neural collapse, based on equation (2),

i.e., w2,𝑐 = 𝐴h𝑐
1
,∀𝑐 ∈ [𝐶], we have

(𝑝𝑐′ (𝑥𝑘 ) − 1)𝑤2,𝑐′,𝑚 + 𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐,𝑚 (10)

= −𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐′,𝑚 + 𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐,𝑚 = 𝑝𝑐 (𝑥𝑘 ) (𝐴ℎ𝑐1,𝑚 −𝐴ℎ𝑐
′

1,𝑚) > 0,

where the last inequality is based on the Definition 1 for the bonded

neurons. Now, for each data sample 𝑥𝑐
𝑖
∈ D𝑐 of the class 𝑐 , when

𝑥𝑇
𝑘
𝑥𝑐
𝑖
> 0 for all sample 𝑥𝑘 ∈ D𝑘 of client 𝑘 , we can compute the

change of the activation ℎ1,𝑚 of the bonded neuron before and after

local updating in the client 𝑘 :

Δℎ1,𝑚 = ReLU(w𝑇
1,𝑚𝑥

𝑐
𝑖 ) − ReLU(w̃𝑇

1,𝑚𝑥
𝑐
𝑖 ) = ReLU(w𝑇

1,𝑚𝑥
𝑐
𝑖 )

−ReLU
(
w𝑇

1,𝑚𝑥
𝑐
𝑖 −𝜂

∑︁
𝑥𝑘 ∈D𝑘

𝑥𝑇
𝑘
𝑥𝑐𝑖

(
(𝑝𝑐′ (𝑥𝑘 )−1)𝑤2,𝑐′,𝑚+𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐,𝑚

))
≥ 0, (11)

where 𝑑 is the dimension of the data space. The last inequality is de-

rived from (10). More specifically, asw𝑇
1,𝑚
𝑥𝑐
𝑖
−𝜂∑𝑥𝑘 ∈D𝑘 𝑥𝑇𝑘 𝑥𝑐𝑖 ((𝑝𝑐′ (𝑥𝑘 )−

1)𝑤2,𝑐′,𝑚 + 𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐,𝑚

)
≤ 0, the activation reduction is

Δℎ1,𝑚 = ReLU(w𝑇
1,𝑚𝑥

𝑐
𝑖 ) − 0 = w𝑇

1,𝑚𝑥
𝑐
𝑖 , (12)

and otherwise,

Δℎ1,𝑚

=w𝑇
1,𝑚𝑥

𝑐
𝑖 −w

𝑇
1,𝑚𝑥

𝑐
𝑖 +𝜂

∑︁
𝑥𝑘 ∈D𝑘

𝑥𝑇
𝑘
𝑥𝑐𝑖

(
(𝑝𝑐′ (𝑥𝑘 )−1)𝑤2,𝑐′,𝑚+𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐,𝑚

)
= 𝜂

∑︁
𝑥𝑘 ∈D𝑘

𝑥𝑇
𝑘
𝑥𝑐𝑖

(
(𝑝𝑐′ (𝑥𝑘 ) − 1)𝑤2,𝑐′,𝑚 + 𝑝𝑐 (𝑥𝑘 )𝑤2,𝑐,𝑚

)
. (13)

The proof is done. □

Although our formal analysis is only based on the two-layer

neural network, it also provides some insights into the deeper

neural networks. Intuitively, we can view the deep neural network

as a series of two-layer neural networks. Except for the last two-

layer neural network, which uses real labels as supervision, all

others use the activation of the intermediate layer as supervision. In

fact, existing studies have shown that the separability of activation
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between classes also exists and progressively increases from shallow

to deep layers at a linear rate [11, 15, 34], which indicates that

these intermediate activation can be viewed as variants of real

label. As a consequence, the neuron drift may also exist in deep

neural networks, but in different degrees in different layers. The

deeper the layer, the more serious the neuron drift. This intuition is

also consistent with the experimental observations in [30], where

activation similarity among clients linearly reduces with the growth

of layers. Experimental verfications can be found in Appendix A.

5 Methodology
In this section, we propose a simple yet effective method named

FedNLR to mitigate the neuron drift. Specifically, the core idea is to

adopt neuron-level learning rates during the local training process.

The algorithm workflow is presented in Algorithm 1.

As analyzed above, the activation of bound neurons over some

classes may be reduced after training the neural network in the

client without the data of these classes. The principle behind this

is that the client tends to increase the activation of these bound

neurons over its local data. To solve this problem, a direct way is to

identify the bound neurons using these missed classes and then, set

small learning rates for the parameters of these neurons to restrict

their activation reduction.

However, such a way is impractical because the client has no

access to the data of these missed classes. Considering this, we

propose an approximation algorithm, which sets learning rates

according to the activation magnitude of the global model over

the local data. The learning rates of parameters of low-activation

neurons are set to be small. The principle is that the bound neurons

are included in the set of neurons with low activation magnitude

over local data. Therefore, restricting them can also mitigate the

activation reduction of bound neurons over missed data classes.

Consider the local training process of client 𝑘 in each round 𝑡 .

To adapt the neuron-level learning rates, before performing local

training steps, each client first computes the activation ℎ𝑙,𝑚 for

each neuron of the received global model w𝑡 over its local dataset
D𝑘 and then computes the activation average

¯ℎ𝑙,𝑚 over all samples:

¯ℎ𝑙,𝑚 =
1

𝐷𝑘

∑︁
𝑥𝑖 ∈D𝑘

ℎ𝑙,𝑚 (𝑥𝑖 ) . (14)

Since the activation values of neurons in different layers are dif-

ferent, the client sets the learning rates for neurons layer by layer.

Specifically, for each layer 𝑙 , the learning rate 𝜂𝑙,𝑚 of the 𝑚-th

neuron parameters is set to be:

𝑞𝑙,𝑚 =
𝑒

¯ℎ𝑙,𝑚/𝑇𝑙∑𝑀𝑙

𝑖=1
𝑒

¯ℎ𝑙,𝑖/𝑇𝑙
, 𝜂𝑙,𝑚 = 𝜂 ·

𝑀𝑙𝑞𝑙,𝑚∑𝑀𝑙

𝑖=1
𝑞𝑙,𝑚

, (15)

where 𝜂 is the basic learning rate used in existing methods and 𝑞𝑙,𝑚
denotes the scale of the learning rate. The temperature parameter𝑇𝑙
controls the discrepancy between the maximized and the minimized

learning rate for the neurons of the 𝑙-th layer. A larger 𝑇𝑙 indicates

a larger discrepancy. Specifically, to avoid excessively high or low

learning rates, we use a hyper-parameter 𝜇𝑙 =
𝜂𝑙,max

𝜂𝑙,min

to be the ratio

between the maximized and the minimized learning rate for the

neurons of the 𝑙-th layer, where 𝜂𝑙,max
= max(𝜂𝑙,1, . . . , 𝜂𝑙,𝑀𝑙

) and

Algorithm 1: Algorithm workflow of FedNLR

Input :𝑇 : communication round; 𝐾 : client number; 𝜂:

basic learning rate; 𝜇0, 𝑎1, 𝑎2: discrepancy rate

between maximum and minimum learning rates;

1 Initialize the parameter w1
;

2 for 𝑡 = 1 to 𝑇 do
3 Randomly select 𝐾𝑡 clients and send the global model

𝑤𝑡 to them;

4 for each selected client 𝑘 in parallel do
5 Compute activation average

¯ℎ𝑙,𝑚 with (14);

6 Compute the discrepancy ratio 𝜇𝑙 with (17);

7 Compute the temperature 𝑇𝑙 with (16);

8 Compute the learning rate 𝜂𝑙,𝑚 via (15);

9 Update local model w𝑘 for 𝐸 iterations with (18);

10 Send the model w𝑡,𝐸
𝑘

to the server;

11 end
12 Aggregate local models with (19);

13 end

𝜂𝑙,min
= min(𝜂𝑙,1, . . . , 𝜂𝑙,𝑀𝑙

). Then, we can obtain

𝜇𝑙 =
𝜂𝑙,max

𝜂𝑙,min

= 𝑒 (
¯ℎ𝑙,max− ¯ℎ𝑙,min )/𝑇𝑙 ⇒ 𝑇𝑙 =

¯ℎ𝑙,max
− ¯ℎ𝑙,min

ln(𝜇𝑙 )
. (16)

Setting 𝜇𝑙 for each layer of the neural network requires signifi-

cant human costs, we propose a heuristic formula to make configu-

rations for all layers as:

𝜇𝑙 = 𝜇0 + 𝑎1 · 𝑙/𝐿 + 𝑎2 · log𝑀𝑙 , (17)

where 𝜇0, 𝑎1, and 𝑎2 are positive constants. The configuration of

𝜇𝑙 is mainly based on the depth and the width of the neural net-

work layer. The intuition behind this design is based on the sharing

degree of high-activation neurons between different data classes.

Even though the bound neurons of some missed classes are re-

duced by the client, these classes can still achieve high probability

scores with the shared neurons. Hence, the ratio is lower to relax

the restriction when different classes share more high-activation

neurons. Generally, shallow layers reveal the common knowledge

shared among classes and they may activate the similar neurons.

Conversely, deep layers extract different knowledge from different

classes, and each class tends to activate distinct neurons. Therefore,

we set lower ratios for shallow layers. A similar case also exists in

the layer width. When the number of neurons in a layer is small,

these classes have to share them to improve their probability scores.

Hence, we set smaller ratios for narrow layers.

Finally, with the learning rate 𝜂𝑙,𝑚 for the parameters w𝑙,𝑚 of

each𝑚-th neuron of the 𝑙-th layer, the client 𝑘 runs update:

w𝑘
𝑙,𝑚

= w𝑘
𝑙,𝑚

− 𝜂𝑙,𝑚∇w𝑘
𝑙,𝑚

𝑓𝑘 (w𝑘 ), (18)

where ∇w𝑘
𝑙,𝑚

𝑓𝑘 (w𝑘 ) denotes the gradient over a mini-batch of sam-

ples randomly sampled from the local dataset D𝑘 . After performing

𝐸 local iterations, the client 𝑘 uploads the locally updated model

w𝑘 to the server, and the server aggregates received local models
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into the global model w:

w =

𝐾𝑡∑︁
𝑘=1

𝐷𝑘∑𝐾𝑡

𝑘=1
𝐷𝑘

w𝑘 , (19)

where 𝐾𝑡 is the number of the 𝑡-th round selected clients.

6 Theoretical Analysis
Besides, we make the following assumptions for these objectives

which are widely adopted in FL [5, 40].

Assumption 1. (L-smoothness). The objective function 𝐹𝑛 is L-
smooth with Lipschitz constant 𝐿 > 0, i.e., ∥∇𝐹𝑛 (w) − ∇𝐹𝑛 (w′)∥2 ≤
𝐿∥w −w′∥2 for all w, w′.

Assumption 2. (Bounded Variance). For all parameters w, the
variance of the local stochastic gradient in each client is bounded by
𝜎2

𝑙
: E(∥∇𝑓𝑛 (w) − ∇𝐹𝑛 (w)∥2) ≤ 𝜎2

𝑙
. Besides, the norm of gradient is

bounded by𝑀 : ∥∇𝐹𝑛 (w)∥2 ≤ 𝑀2.

Based on the above assumptions, we have the following theory

for the convergence of the proposed algorithm.

Theorem 3. Consider problem (1) under Assumption 1 and 2. If

the learning rate 𝜂 diminishes with O(
√︃
𝐾
𝑇
), then the global model

w𝑡 obtained by Algorithm 1 achieves asymptotic convergence, i.e.,

1

𝑇

𝑇∑︁
𝑡=1

E∥∇𝐹 (w𝑡 )∥2

2
≤

2(𝐹 (w1) − 𝐹∗))
√︁
𝜇max (𝑀max − 1) + 1

√
𝐾𝑇

+
𝜇2

max (𝜇max (𝑀max − 1) + 1)𝜎2

𝑙
𝐿

(𝜇max +𝑀min − 1)2𝑟
√
𝐾𝑇

+ 4𝜇3

max (𝜇max (𝑀max − 1) + 1)2𝐸2𝑀2

(𝜇max +𝑀min − 1)3

√
𝑇

+ (1 − 𝑟 )𝜇2

max (𝜇max (𝑀max − 1) + 1)𝑀2𝐿

(𝜇max +𝑀min − 1)2𝑟
√
𝑇

, (20)

where 𝑟 is the ratio of participated clients in each round.

With Theorem 3, we ensure the convergence of the global model.

Although the convergence rate does not receive improvement over

baselines, empirical results demonstrate the effectiveness of our

method. The details of the proof can be found in Appendix B.

7 Experiment
In this section, we evaluate the accuracy of FedNLR and compare

it with several advanced methods in various datasets and NonIID

settings. Due to the page limitation, more details are available in

the supplementary materials.

7.1 Setup
Dataset. We explore 3 benchmark datasets: CIFAR-10[20], CIFAR-

100[20], CINIC[4]. For both of them, we use the two NonIID data

settings: the Dirichlet distribution[46] and the shards-based seg-

mentation [33]. In the Dirichlet (𝑛, 𝛼) function, smaller 𝛼 leads to

more NonIID level. In the Shards (𝑛, 𝑆) function, 𝑆 represents the
number of classes in one client. For example, Shards (20, 2) with

CIFAR-10 dataset will allocate each client with 2 classes of images.

Notice that both functions are unbalanced, allocating un-uniform

size of data across clients. Furthermore, we choose different scenar-

ios of data distribution by setting 𝛼 and 𝑆 in [2, 4, 6, 8] to simulate

different levels of real-world NonIID scenarios.

Baseline. Baselines include FedAvg[32], FedProx[24], Scaffold[17],
FedNova[40], FedRS[26], FedLC[47], FedDyn[1], CCVR[30].

Hyper-parameter Settings.The hyper-parameters for eachmethod

were set according to their respective original papers. For instance,

the hyper-parameter for FedProx is set at 0.01, for FedDyn is 0.1,

for FedLC is 1, for FedRS is 0.5, and for FedNLR, it is self-adjusted
using an empirical formula as outlined in Eq. (17). The fine-tuned

empirical formula dynamically adjusts 𝜇𝑙 based on layer depth and

neuron count. The process of fine-tuning the specific factors is

further explained in Sec. 7.2.

Configurations. Unless otherwise mentioned, we set the number

of local training epoch 𝐸 = 2, communication round 𝑇 = 500,

number of clients 𝑛 = 20, participation ration 0.4 in each round;

batch size 64, learning rate 𝜂 = 0.01. We develop a customized

Stochastic Gradient Descent (SGD) optimizer, capable of handling

vector-form learning rates. All methods run without momentum or

weight decay, except FedDyn requiring a weight decay of 0.1 and

running 200 rounds. These experiments are run on the hardware of

4 NVIDIA GeForce RTX 3090 GPUs and the software framework of

PyTorch 2.0. Each experimental setting is run twice, with the final 5

rounds’ ACC(accuracy) averaged and standard variance calculated.

We employ VGG-9 [21] as the basic model architecture, initialized

using the Kaiming uniform function for convolutional layers and

the Xavier normal function for linear layers.

7.2 Result and Analysis
Better Performance. As shown in Tab. 1 and Tab. 2, under all

NonIID conditions, FedNLR or "FedNLR + FedDyn" demonstrates

the best performance on both datasets. Although in a few cases,

FedNLR’s performance is not as good as FedDyn’s, the combination

with FedDyn leads to significant improvement, achieving the opti-

mal state. In the CIFAR-100-Dirichlet(20, 0.05), FedNLR achieves a
3.9% promotion compared with FedAvg, while other methods only

raise around 1%. After enough rounds of training, other methods

don’t show an improvement because they are not designed to focus

on convergence accuracy. Even FedDyn has made great improve-

ments in the CIFAR-10-Dirichlet(20, 0.5), the addition of FedNLR still
shows gains of 1.1%. Moreover, the improvements of FedNLR grow

with the degree of NonIID, as proved by the CIFAR-100-Dirichlet(20,
0.05) and the less NonIID CIFAR-100-Dirichlet(20, 0.5).
Robustness on heterogeneous data. We find that FedNLR exhib-

ited greater performance improvements not only in situations with

higher NonIID degrees but also in a larger number of categories,

inferring from the comparison of the CIFAR-100-Dirichlet(20, 0.05)
and the fewer categories of CIFAR-10-Dirichlet(20, 0.05). This indi-
cates that FedNLR has significant advantages in handling different

types and complexities of data distributions. On the other hand,

we have run the experiment settings in different learning rates

as shown in Fig. 2, in which the resulting improvements are not

affected by the learning rate. Furthermore, when the client par-

ticipation ratio decreases, the NonIID influences more strongly

because of the unbalanced local datasets. We use 100 clients and

choose 10% participation in each round and calculate the average

and variance of the last 30 rounds. As shown in Tab. 3, FedNLR
presents a consistent improvement across different NonIID levels.

In the CIFAR-10-Shards(100, 4), FedDyn improves 4.57% and can
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Table 1: The comparison of final test accuracy on the two datasets. The best result in each setting is bolded.
Method CIFAR-10(%) CIFAR-100(%)

Shards (𝑛, 𝑆) (20, 2) (20, 4) (20, 6) (20, 8) (20, 20) (20, 40) (20, 60) (20, 80)

FedAvg 72.11±0.61 78.10±0.52 81.26±0.29 81.38±0.19 45.51±0.59 49.40±0.13 49.64±0.45 50.44±0.09

FedProx 71.78±0.32 78.90±0.28 80.99±0.17 81.42±0.14 45.17±0.37 48.43±0.34 49.53±0.36 50.71±0.06

Scaffold 71.76±0.20 78.11±0.46 81.19±0.15 81.13±0.34 45.64±0.32 48.92±0.08 49.78±0.20 51.81±0.32

FedNova 71.64±0.28 77.82±0.33 81.94±0.12 81.61±0.16 46.02±0.44 48.80±0.20 49.88±0.25 50.48±0.39

FedRS 72.13±0.82 78.53±0.28 81.99±0.15 80.95±0.17 46.21±0.59 49.41±0.17 50.75±0.37 51.34±0.19

FedLC 71.24±0.18 78.30±0.33 81.53±0.24 81.74±0.27 46.04±0.53 49.35±0.20 50.24±0.16 51.60±0.24

FedDyn 68.33±1.52 80.65±0.59 84.71±0.40 85.35±0.21 28.88±0.26 31.18±0.30 31.32±0.23 34.09±0.20

FedNLR 74.11±0.48 80.10±0.37 82.77±0.26 82.24±0.12 47.93±0.49 50.20±0.28 51.79±0.62 52.46±0.17
FedDyn + FedNLR 73.27±0.33 81.93±0.30 85.67±0.26 85.89±0.08 35.03±0.15 33.86±0.28 33.44±0.42 35.99±0.30

Dirichlet (𝑛, 𝛼) (20, 0.05) (20, 0.1) (20, 0.3) (20, 0.5) (20, 0.05) (20, 0.1) (20, 0.3) (20, 0.5)

FedAvg 65.42±1.14 72.66±0.20 79.05±0.20 80.13±0.24 40.71±0.55 44.12±0.15 48.89±0.44 50.62±0.55

FedProx 64.02±2.04 72.51±0.76 78.49±0.20 80.20±1.27 41.10±0.62 43.82±0.31 48.49±0.18 50.14±0.77

Scaffold 63.22±3.49 71.84±0.48 78.94±0.17 79.86±0.66 41.86±0.19 44.76±0.63 49.20±0.61 50.26±0.36

FedNova 63.14±1.08 72.58±0.44 79.13±0.42 79.30±2.67 41.49±0.51 44.00±0.48 49.40±0.18 50.72±0.21

FedRS 64.98±0.81 71.54±0.26 78.70±0.21 80.07±0.27 41.25±0.55 44.91±0.36 49.53±0.23 51.26±0.17

FedLC 65.06±1.07 72.31±0.38 78.92±0.23 80.95±0.28 41.74±0.30 44.83±0.59 49.10±0.41 50.20±0.62

FedDyn 51.06±1.22 72.15±0.64 83.26±0.13 84.70±0.30 29.09±0.31 30.64±0.18 33.10±0.19 35.57±0.27

FedNLR 66.11±0.89 73.92±0.60 80.61±0.11 81.65±0.22 44.67±0.48 47.14±0.48 51.29±0.28 51.77±0.15
FedDyn + FedNLR 48.29±2.14 75.02±0.48 84.17±0.36 85.82±0.31 34.37±0.73 34.78±0.48 35.59±0.33 36.52±0.25

Table 2: The accuracy on the CINIC dataset.

Method

Shards(S) Dir(𝛼)

2 4 0.05 0.1

FedAvg 50.88 53.03 43.37 47.51

FedProx 52.12 52.75 43.17 46.74

Scaffold 52.07 52.42 43.33 46.91

FedNova 51.07 52.54 41.55 46.63

FedRS 51.19 52.13 44.47 46.72

FedLC 51.49 52.81 43.64 47.67

CCVR 50.59 51.31 42.66 46.93

FedDyn 47.56 55.99 42.83 50.22

FedNLR 52.17 52.30 43.37 47.81

FedDyn+FedNLR 49.49 56.24 44.69 51.93

gain an additional 2.91% when integrated with FedNLR. Combining

FedDyn with FedNLR performs the best in these NonIID situations.

Orthogonal Combination with other algorithms. FedNLR can

be divided into two methods: the aggregation method, which can

be discarded, and the learning rate scheduler, which can be inte-

grated with many other methods, such as FedRS, FedLC, FedNova,

and FedDyn. With only a few lines of code, the customized SGD

is capable of handling a vector-form learning rate for one layer.

Using the customized SGD, other methods are compatible with the

learning rate scheduler. The integration of FedDyn with FedNLR
demonstrates the capability to achieve state-of-the-art accuracy,

particularly under conditions of low Non-IID levels. This suggests

a synergistic effect between the two methods, enhancing model

performance in scenarios characterized by more homogeneous data

distributions. Because the accuracy of a model is directly correlated

with the utility of the generated activation map: a more accurate

model yields a more informative activation map. Consequently, a

Table 3: 10% clients participate in each round. The compari-
son of final test accuracy on the two datasets.

Method CIFAR-10(%)

Shards (𝑛, 𝑆) (100, 4) (100, 8)

FedAvg 72.94±1.33 75.03±1.27

FedProx 72.33±1.28 75.27±1.19

Scaffold 72.60±1.35 75.63±0.97

FedNova 72.61±1.44 74.65±1.13

FedRS 72.83±1.16 74.88±1.00

FedLC 72.72±1.25 74.32±1.07

FedDyn 77.51±1.84 83.32±0.51

FedNLR 73.38±1.48 76.14±1.31

FedDyn + FedNLR 80.42±1.59 85.26±0.57

Dirichlet (𝑛, 𝛼) (100, 0.1) (100, 1)

FedAvg 63.30±2.31 77.83±0.95

FedProx 62.42±2.37 77.03±1.71

Scaffold 61.79±2.34 77.27±0.71

FedNova 55.49±5.80 78.21±0.97

FedRS 63.58±2.42 77.98±0.92

FedLC 63.17±2.59 77.97±0.66

FedDyn 63.98±2.39 85.22±0.34

FedNLR 63.40±2.51 78.73±1.47

FedDyn + FedNLR 64.16±2.37 86.10±0.39

learning rate scheduler derived from this enhanced activation map

can provide more insightful guidance for model training.

7.3 Hyper-Parameter Sensitivity Analysis and
Ablation Study

Scale Factor Normalization with Range Control. The purpose
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Figure 2: Results of FedNLR using different learning rates with
CIFAR-100-Dirichlet(20, 0.05).
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Figure 3: The temperature 𝑇𝑙 for each layer 𝑙 .

of the 𝜇 is to limit the scale factor for learning rates of a weighted

layer in an interval where the largest scale factor equals the mul-

tiplication of 𝜇 and the smallest scale factor. Also, the average

value of the scale factor in one layer is 1. As depicted in Fig. 3, the

temperature of the SoftMax function is used for the scale factor

normalization. The variance of temperature shows the crucial role

of 𝜇 in reducing manual setting efforts. Empirically, the second

layer typically requires the highest temperature, because it consists

of the most neurons across all layers.

Ablation Experiment of Scaling Each Layer. Fig. 4 shows the
ablation experiment results, proving each layer’s performance im-

provement. Most points are above the red line of FedAvg, proving

the hyperparameter’s insensitivity. There is not a constant num-

ber capable of continuously improving performance, but in most

situations, 1.75 and 2 show improvements. And the hidden layers’

variance is bigger than the shallow layers and the classifier. This

is evidence that hidden layers’ neuron values vary most concern-

ing the change of classes. Intuitively, if we simply sum up all the

improvements of all layers with manually chosen 𝜇, then the final

accuracy should be best. However, Fig. 5 proves that the setting

of the math formula Eq. (17) calculated 𝜇 is better, while manu-

ally chosen 𝜇 doesn’t perform well due to the interaction attribute

among all layers inside neural networks. Also, if we only con-

sider the width or depth, then the performance is not comparable

with the best result. Owing to constraints in computational power,

we have identified an optimal combination of hyper-parameters

within a limited range. As the two parameters increase from 1 to
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Figure 4: Experimental result of 9 layers, with individ-
ual hyper-parameter 𝜇, under the setting of CIFAR-100-
Dirichlet(20, 0.05).
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Figure 5: Performance improvements of FedNLR with differ-
ent 𝜇 under the setting of CIFAR-100-Dirichlet(20, 0.05).

4 and 6, the average accuracy increases to 46.23, and then slightly

decreases, but the overall performance is still optimal. This may

indicate that the moderate increase of depth and width parameters

can improve the model performance, but the effect will decrease

after exceeding a certain range. The main experiment was initially

conducted using (0.45, 0.3). However, potential improvements are

expected if this is changed to (1, 1). Consequently, we configure the
equation Eq. (17) as the following empirical mathematical formula:

𝜇𝑙 = 1 + 𝑙
𝐿
+ log

10
(𝑀𝑙 ), which also applies to other models simply.

8 Conclusion
This paper conducts research on the problem of model drift in fed-

erated learning for training deep neural networks. We provide a deep

understanding of the formation process of model drift. Specifically,

instead of viewing the neural network as a whole, we decompose it

into a set of neurons and track the changes of each neuron during

local training. We identify that each class is bound to a specific

set of neurons and their activation can be reduced during the local

training process when this class is not included by the client. Based

on this motivation, we propose a simple yet effective method named

FedNLR which adopts neuron-wise learning rates to mitigate the
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drift of neurons. Our theoretical results guarantee the convergence

of FedNLR and empirical results also demonstrate its effectiveness.

Despite the analysis for understanding the evolution of specific

neurons, this paper is limited to the two-layer neural networkwhich

has great potential to be unleashed. Recently, many explanation

methods for deep neural networks have been proposed, which may

shed light on expand the analysis. For example, we may utilize

the Shapley value to identify accurate bound neurons to specific

samples. We leave them as the future work.
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A Verification Experiment
To validate the motivations, we propose training a 2-layer MLPwith

25 hidden neurons on theMnist dataset, facilitating the visualization

of neuron activations. In this experiment, each client is assigned

a single data category to create a NonIID setting. Moreover, we

demonstrate the change in activation states before and after local

training on clients 1 and 2 by selecting amodel from an intermediate

training phase, where the chosen model has reached an accuracy of

88%. Below, we verify our viewpoints by comparing the activation

values of the model’s neurons on the data of clients 1 and 2, both

before local training and post-local training; these activation values

are presented in Table 4.

The existence of bounded neurons. Based on the original activation
values on both clients, it can be seen that there is a significant

difference in the bounded neurons between client1 and client2, thus

validating our theory about bounded neurons.

The existence of neuron drift. It can be observed that the activation
values of the model’s bounded neurons on client2 decrease after

local training on client1 using FedAvg.

Our method mitigates neuron drift. Based on the activation values

after local training on client1 using FedNLR, it can be seen that the

activation values of the bounded neurons also decrease on client2,

while the extent of the decrease is smaller compared to FedAvg,

thereby demonstrating that our method alleviates neuron drift.

B Proof of Theorem 3
B.1 Lemmas

Lemma 4. We denote 𝜂𝑘 by the learning rates for all parame-
ters 𝜂𝑘 = [𝜂𝑘

1,1
, . . . , 𝜂𝑘

1,𝑀1

, . . . , 𝜂𝑘
𝐿,𝑀𝐿

]𝑇 . Let 𝜇max = max(𝜇1, . . . , 𝜇𝐿),
𝑀min = min{𝑀1, . . . , 𝑀𝐿}, and 𝑀max = max{𝑀1, . . . , 𝑀𝐿}. If 𝜂max
is the maximum learning rate for all parameters of all clients, i.e.,

𝜂max = max(max(𝜂1), . . . ,max(𝜂𝐾 )),

then its upper bound is 𝜂max ≤ 𝜇max𝜂/(𝜇max +𝑀min − 1). If 𝜂min is
the minimum learning rate for all parameters of all clients, i.e., 𝜂min =

min(min(𝜂1), . . . ,min(𝜂𝐾 )), then its lower bound is𝜂/(𝜇max (𝑀max−
1) + 1) ≤ 𝜂min.

Proof : Based on the definition of learning rate 𝜂 in (15), i.e.,

𝑞𝑙,𝑚 =
𝑒

¯ℎ𝑙,𝑚/𝑇𝑙∑𝑀𝑙

𝑖=1
𝑒

¯ℎ𝑙,𝑖/𝑇𝑙
, 𝜂𝑙,𝑚 = 𝜂 · 𝑞𝑙,𝑚, (21)

we can directly obtain that

∑𝑀𝑙

𝑚=1
𝜂𝑙,𝑚 = 𝜂 for each layer 𝑙 . Further,

based on the definition of 𝜇𝑙 in (16), i.e., 𝜇𝑙 =
𝜂𝑙,max

𝜂𝑙,min

, we can compute

the upper bound of 𝜂𝑙,max
as

𝜂𝑙,max
≤ 𝜇𝑙𝜂/(𝜇𝑙 +𝑀𝑙 − 1) (22)

when the learning rates of all𝑀𝑙 −1 neurons are 𝜂𝑙,min
. By denoting

𝜇max = max 𝜇1, . . . , 𝜇𝐿 and 𝑀min = min𝑀1, . . . , 𝑀𝐿 , we have the

upper bound of the learning rate 𝜂𝑙,max
as

𝜂max ≤ 𝜇max𝜂/(𝜇max +𝑀min − 1) . (23)

Similarly, we have the lower bound of the learning rate 𝜂𝑙,min
as

𝜂/(𝜇max (𝑀max − 1) + 1) ≤ 𝜂min, (24)

which completes the proof.

Lemma 5. The difference between the partially averaged gradient
and the global gradient is bounded, i.e.,

E






 1
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.

Proof : We denote 1(𝑘) by the indicator function where 1(𝑘) = 1

when the 𝑘-th client is selected and otherwise, 1(𝑘) = 0. We have
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Table 4: The activation of hidden neurons. The activation of bolded fonts represent bounded neurons. Activation change
denotes the value change of bounded neurons on data of client 2 (C-2) between before and after training on client 1 (C-1).

NeuronID 1-8 9-16 17-25

Original activation 0.39 0.16 0.12 0.24 0.17 0.85 0.1 0.49 0.02 0.32 0.34 0.02 0.07

on data of C-1 0.02 0 0 0.01 0 0.02 0.31 0.24 0.35 0.29 0.46 0.21 /

Original activation 0.07 0.33 0.04 0.06 0 0.1 0.23 0.14 0.64 0.22 0 0.2 0.07

on data of C-2 0.56 0 0 0.31 0 0.01 0.23 0.01 0 0.19 0.09 0.52 /

Activation on C-2 0.08 0.31 0.04 0.08 0 0.18 0.19 0.18 0.61 0.25 0 0.17 0.07

After C-1 via FedAvg 0.50 0 0 0.31 0 0.01 0.22 0.01 0.01 0.14 0.11 0.46 /

Activation Change -0.03 -0.06 -0.06

Activation on C-2 0.08 0.31 0.04 0.08 0 0.19 0.19 0.19 0.63 0.25 0 0.17 0.07

After C-1 via FedNLR 0.53 0 0 0.31 0 0.01 0.22 0.01 0.01 0.15 0.11 0.48 /

Activation Change -0.01 -0.03 -0.04

≤ 1

𝐾
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, (25)

which completes the proof.

B.2 Proof of Theorem 3
Without losing generality, we consider the data size 𝐷𝑖 = 𝐷 𝑗 , for

any two clients 𝑖 and 𝑗 . We denote the local iteration number 𝑒

of the 𝑡-th round as 𝑡∗ = 𝑡𝐸 + 𝑒 . We also consider the number of

participated clients K𝑡 remains unchanged across different rounds

with a ratio 𝑟 from total 𝐾 clients. Besides, we introduce another

model for ease of analysis as

v𝑡∗ =
1
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∑︁
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∑︁
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), (26)

where ⊙ denotes the element-wise product. 𝜂𝑘 denotes the vec-

tor of the learning rates for the parameters of all neurons 𝜂𝑘 =

[𝜂𝑘
1,1
, . . . , 𝜂𝑘

1,𝑀1

, . . . , 𝜂𝑘
𝐿,𝑀𝐿

]𝑇 . Obviously, we have v𝑡∗ = w𝑡∗ as 𝑡∗ ≡
0 (mod 𝐸). Then, based on Assumption 1, we have
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According to the updated formula (26), we have

E∥v𝑡∗+1 − v𝑡∗ ∥2

2
= E∥ 1

𝐾𝑟

∑︁
𝑘∈K𝑡
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where (a) and (f) holds because E∥𝑎∥2

2
= E∥𝑎 − E𝑎∥2

2
+ ∥E𝑎∥2

2
. (b)

is due to E𝑓𝑘 (w𝑘𝑡∗ ) = ∇𝐹𝑘 (w𝑘𝑡∗ ). (c) holds because E
∑
𝑘∈K𝑡

𝑎𝑘 =

𝑟E
∑𝐾
𝑘=1

𝑎𝑘 . 𝜂max in the inequality (d) denotes the upper bound of

the learning rate provided in Lemma 4. (e) is derived by Assump-

tion 2. (g) is based on Lemma 5. We further note that
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Bringing (29) and (29) back to (27), we have
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By taking a sum of both sides of (32) from 𝑡∗ = 1 to 𝑇∗, we have
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(𝜇max (𝑀max − 1) + 1)2𝐸2𝑀2

(𝜇max +𝑀min − 1)3

√
𝑇

+
𝜇2

max
(𝜇max (𝑀max − 1) + 1)𝜎2

𝑙
𝐿

(𝜇max +𝑀min − 1)2𝑟
√
𝐾𝑇

+
(1 − 𝑟 )𝜇2

max
(𝜇max (𝑀max − 1) + 1)𝑀2𝐿

(𝜇max +𝑀min − 1)2𝑟
√
𝑇

, (34)

which completes the proof.
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