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Abstract— Federated Learning (FL) enables multiple dis-
tributed clients to collaboratively train a model with owned
datasets. To avoid the potential privacy threat in FL, researchers
propose the DP-FL strategy, which utilizes differential pri-
vacy (DP) to add elaborate noise to the exchanged parameters to
hide privacy information. DP-FL guarantees the privacy of FL
at the cost of model performance degradation. To balance the
trade-off between model accuracy and security, we propose a
differentially private federated learning scheme with an adaptive
noise mechanism. This is challenging, as the distributed nature
of FL makes it difficult to appropriately estimate sensitivity,
where sensitivity is a concept in DP that determines the scale
of noise. To resolve this, we design a generic method for sensi-
tivity estimates based on local and global historical information.
We also provide instances on four commonly used optimizers to
verify its effectiveness. The experiments on MNIST, FMNIST and
CIFAR-10 convincingly prove that our proposed scheme achieves
higher accuracy while keeping high-level privacy protection
compared to prior works.

Index Terms— Federated learning, differential privacy, adap-
tive noise.

I. INTRODUCTION

WITH the development of the digital economy, the
datasets critical to artificial intelligence are becoming

larger and more dispersed, so there is an urgent need for
collaboration among parties to improve the accuracy and gen-
eralisation of machine learning models. However, the problem
of data privacy protection holds back the data sharing. Aiming
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at solving such challenge, Federated Learning (FL) [1], [2]
is introduced to facilitate cooperation among multiple clients
who own datasets to obtain the model with satisfactory accu-
racy while ensuring that the datasets are not shared. In a typical
FL setting, the Parameter Server is responsible for training the
global model through aggregating trained local model parame-
ters from clients. Unfortunately, prior studies [3], [4], [5] have
shown that simply restricting the data sharing is not enough,
as intermediate model parameters exchanged in FL can still
leak clients’ private training datasets.

To establish a secure FL environment, researchers have
proposed different types of defense solutions. One direction
of achieving privacy-preserving FL (PPFL) is to leverage
homomorphic encryption (HE) to encrypt clients’ local model
parameters and allow the Parameter Server to execute FL
aggregation over the ciphertext [6], [7], [8]. The HE-based
PPFL protocol does protect the privacy of clients, but one issue
is that HE usually introduces the huge computational overhead,
which is not practical in FL. Another methodology is the use
of data masking [9], [10], [11]. In these schemes, clients add
mask values to uploaded model parameters, where mask values
usually include pairwise masks to ensure the elimination from
the aggregation results and a self-mask to prevent acciden-
tal disclosure of clients’ privacy. The problem with such
schemes is that they lead to the significant communication
overhead.

A more promising and practical solution is to apply Differ-
ential Privacy (DP) [12], [13] to protect the privacy of clients’
data. This DP-based scheme is generally implemented in two
ways: one is that the Parameter Server adds noise to aggregated
results (called CDP-FL) [14], [15], [16], and the other is that
clients locally add noise to model parameters to be uploaded
(called LDP-FL) [17], [18], [19]. In the former solution,
clients’ private data can still be leaked to the Parameter Server,
which is not desirable. In the latter one, since each client adds
noise, the bias of aggregation results becomes larger, which
significantly degrades the performance of the model. To solve
this issue, many studies have focused on making trade-offs
between model utility and privacy protection [20], [21], [22],
[23], [24], [25], [26], [27], [28], [29], [30]. However, they do
not adequately consider the discrepancy in the impact of noise
on model parameters with different values. Intuitively, adding
too much noise to model parameters with smaller values may
violate the original update direction of the model, but not
vice versa. That is, there is heterogeneity among different
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model parameters. Therefore, adding noise that varies with
the magnitude of model parameters can promisingly reduce
the damage of DP to the model accuracy.

The key to realizing the above mentioned adaptive noise
mechanism in LDP-FL is a tight estimation of sensitivity,
as sensitivity is a concept in DP that determines the magnitude
of noise [13]. The previous works on DP clip the norm
by a predetermined threshold for calculating the sensitiv-
ity [18], [26]. If this threshold is too small, it will make the
update direction of model deviate too much, and if this
threshold is too large, it will make the added noise too large.
That is, the threshold value that is too small or too large
will affect the model performance. There are also some recent
works to solve this issue by proposing an adaptive threshold.
For example, Fu et al. [27] propose to calculate an threshold
by the norm of previous gradients to estimate the sensitivity.
Wei et al. [29] propose a method to estimate sensitivity by first
truncating per-example gradient and then traversing the batch
of datasets to find the maximum norm in each layer of model
gradients on each batch of data. While when the number of
local training for client K > 1, what needs to calculate is
the sensitivity of local model weights uploaded by clients.
And the method proposed in the above works cannot be used
to calculate the sensitivity of model weights. What’s more,
this approach of estimating sensitivity by norm clipping does
not take into account the discrepancy among the sensitivity
of different components of local model parameters, and it is
obvious that heterogeneity also exists among different compo-
nents. Therefore, in order to effectively mitigate the negative
impact of DP on model performance in FL, there needs a
more FL-applicable method that allows for more fine-grained
estimation of sensitivity.

To deal with the aforementioned issues, we propose a dif-
ferentially private federated learning scheme with an adaptive
noise mechanism. In particular, we design a method for clients
to adaptively estimate sensitivity of local model parameters
component by component. The detailed process of our scheme
is described as follows: 1) clients use global model parameters
obtained from the previous FL aggregation and local historical
gradients to compute the component-by-component threshold,
and use this threshold to truncate uploaded parameters; 2) they
can then estimate sensitivity based on its definition; 3) after
that, each client adds appropriate noise to local model parame-
ters depending on estimated sensitivity and privacy budget (the
concept in DP that measures the level of privacy protection)
and upload them; 4) then the Parameter Sever uses collected
perturbed model parameters to execute aggregation. We have
mainly made the following contributions:
• We propose a general differentially private federated

learning scheme, which requires clients to add different
scales of noise to different components of local model
parameters depending on the estimated sensitivity. It mit-
igates the degradation of model accuracy due to DP, thus
achieving smaller model accuracy loss at higher privacy
protection levels. The experiment results show that our
proposed scheme outperforms existing works.

• To estimate sensitivity more precisely in the absence of
data visibility in FL, we propose a universal method

that combines local and global historical information
to accurately estimate sensitivity of clients’ uploaded
model parameters. To verify the effectiveness of our
proposed method, we instantiate it on four mainstream
optimizers and experimental results convincingly prove
that the estimated values can precisely reflect the trend of
model parameters. Therefore, using our designed method
in sensitivity estimation process in DP-FL can further
reduce the impact of DP on FL.

• We conduct extensive experiments under different levels
of privacy protection to evaluate the performance of our
proposed scheme. The experimental results show that:
1) Our proposed scheme can accelerate the convergence
of FL model; 2) The model obtained using our proposed
scheme achieves a low accuracy loss, which is much
superior than prior works. This indicating that our pro-
posed scheme can maintain satisfactory performance even
at a high level of privacy protection.

The reminder of the paper is organized as follows. Section II
introduces the related work. Section III states the problem
model used in our proposed scheme. The presentation of
federated learning and DP is given in Section IV. Section V
describes our proposed scheme in detail, provides privacy
and utility analysis of our proposed scheme. Section VI
demonstrates our extensive experiments. Finally, Section VII
concludes this paper.

II. RELATED WORK

Current works on DP-FL can be classified into three
categories. The first one is centralized differential privacy
(CDP) [14], [15], [16]. In this setting, clients train a local
model and send raw model parameters to the Parameter Server.
The Parameter Server aggregates the received parameters to
get a new global model and adds noise to it before distribution.
In CDP-FL, clients’ private data can still be leaked to the
Parameter Server, which can cause privacy threats in practice.

To overcome this limitation, local differential privacy (LDP)
is proposed, in which clients perturb model parameters locally
before uploading. Wei et al. [18] rigorously proved that the
proposed algorithm satisfied the differential privacy require-
ment, and formulated a theoretical convergence bound on loss
function of LDP-FL. The FL scheme with LDP does not need
a trusted Parameter Server. However, the cost of this greater
privacy-preserving capability is the degradation of model accu-
racy. There have been numerous works aiming at reducing the
negative impact of the added noise on model performance. For
example, since the shuffle model has privacy-enhancing effect,
Sun et al. [20], Ghazi et al. [21] and Girgis et al. [22] reduced
clients-added noise by incorporating the shuffle model, respec-
tively. But these schemes require a trusted entity to perform
shuffling leading to the impracticality. Gratton et al. [23] elim-
inated the need of introducing extra noise by replacing SGD
with the alternating direction method of multipliers (called
ADMM) and a zero-order distributed algorithm, whose differ-
ential privacy property is inherent. There are also some works
aimed on optimizing noise mechanism, just as the focus of
this paper. Zhang et al. [24] proposed to allocate different
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privacy budgets for different training rounds. Han et al. [25]
investigated the factors affecting noise and proposed an opti-
mization method to avoid truncation of model parameters
by estimating sensitivity through PauTa judgement criterion.
Zhou et al. [26] proposed that for a given privacy protection
level, there existed an optimal number of times to participate
in FL aggregation for clients. Fu et al. [27] proposed a method
to estimate the sensitivity based on the mean value of gradients
in the previous round. Zhang et al. [28] rigorously provided
theoretical analysis of the effect of norm clipping on model
performance in LDP-FL. Wei et al. [29] proposed an algorithm
for optimizing noise mechanism using adaptive sensitivity
and time-varying noise level. Yuan et al. [30] proposes a
novel noise with a geometric progression form of amplitude,
and obtained the optimal number of aggregation rounds by
theoretical analysis of this noise mechanism. However, none
of them took into account the nature of different tolerance to
noise for components with different values in client’s local
model parameters. And no work has been done to propose
a method to accurately estimate sensitivity in FL, which
would result in a poor mitigation of impact of noise on the
model. In the experimental section, we compare our proposed
scheme with state-of-the-art related works about optimizing
noise mechanism in differential privacy, and the results show
that their proposed schemes do not perform as well as our
proposed scheme.

In recent years there has also been work [31] that through
combining secure aggregation protocols to eliminate reliance
on the trusted Parameter Server in CDP and model accuracy
as high as that of CDP-FL, but it needs extra communication
and computation overheads.

III. PROBLEM MODEL

A. System Model

We consider a general scenario in FL with the Parameter
Sever and multiple clients. We then describe their functions
separately.
• Parameter Server: The Parameter Server is a central

aggregator which is responsible for initialization and
update of the global model. It collects and aggregates
local model parameters uploaded by clients. Then the
Parameter Server updates global model parameters based
on aggregation results and distributes them to clients for
the next FL aggregation.

• Client: Client is an entity that holds a local dataset and
wishes to collaborate with others to obtain a model with
high accuracy. After receiving global model parameters
from the Parameter Server, Client uses owned dataset to
train the local model. Then he/she uploads trained local
model parameters to the Parameter Server and waits until
receiving new global model parameters. Each client only
communicates with the Parameter Server.

The designed scheme does not require all clients to partici-
pate in the entire FL training process. During the process of FL
aggregation, the Parameter Server only needs to collect local
model parameters uploaded by clients who have participated
in this FL aggregation, and then executes aggregation.

B. Design Goals

In FL, local model parameters uploaded by client may
disclose the privacy of dataset he/she owns [3], [4], [5]. And
clients may suspect that the Parameter Server will try to
infer privacy information from uploaded model parameters.
Therefore, the main goal of our proposed scheme is to design
a privacy-preserving federated learning scheme through intro-
ducing DP, which ensures that the privacy of single sample
in client’s owned dataset is not compromised and does not
rely on a trusted Parameter Server. What the Parameter Server
and external attackers can obtain are only model parameters
perturbed by clients. Further, clients want a model with
high accuracy while not compromising their privacy. So this
paper aims to design a differentially private federated learning
scheme that maintains a high level of privacy protection while
obtaining a model with satisfactory accuracy.

Apart from the above, it is impractical to require clients to
participate in the whole FL training due to problems such as
communication delays or unstable connections. So the scheme
we design should also support clients to drop out during the
training.

C. Security Assumption

In FL, clients want to obtain the optimal model for future
analysis or applications, so they are assumed to honestly
follow the protocol to train and upload local model param-
eters, while concerning about the privacy leakage of owned
datasets. We assume that the Parameter Server is honest but
curious: it will correctly execute FL aggregation, but with the
possibility of trying to infer private information about clients
from collected local model parameters.

In addition, we consider external attackers who try to
capture model parameters uploaded by clients. Attackers who
maliciously tamper with communication messages are not con-
sidered in this paper. We believe that secure communication
channels exist between clients and the Parameter Server.

IV. PRELIMINARIES

This section introduces some knowledge about FL and
related concept of DP. The notations we will use throughout
this paper are summarized in Table I, where we call a round
the period between the end of previous FL aggregation and the
end of next FL aggregation.

A. Federated Learning

In this paper, we consider a Feature-Aligned FL system
composed of n clients and a Parameter Server, in which
datasets of clients have the same feature space and differ-
ent sample spaces. And clients-owned datasets follow the
independent identical distribution (i.i.d). Let Ci denote the
i th client, and Di denote the dataset owned by Ci , where
i ∈ 1, . . . , n. Here we assume that Di and D j have empty
intersection for ∀i ̸= j . The training process for FL is
described in Algorithm 1 [32]. The Parameter Server first
performs initialization of global model parameters (Line 1 in
Algorithm 1). Between two rounds, the participating clients
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TABLE I
DESCRIPTIONS OF NOTATIONS IN THIS PAPER

Algorithm 1 FedAvg [32]
Data: number of clients n, number of FL aggregations

T , number of local updates by client in a round
K , batch size B

Result: model parameters w

1 The Parameter Server executes the initialization of
global model parameters w;

2 for t ← 1 to T do
3 for client Ci ∈ Zt do
4 wi ← w;
5 for epoch k ← 1 to K do
6 B← dividing Di into batches of size B;
7 for each batch b ∈ B do
8 wi ← OptimizerUpdate(wi , b);
9 end

10 end
11 end
12 The Parameter Server performs FL aggregation:
13 D← ∪i∈ZtDi ;
14 w←

∑
i∈Zt

|Di |
|D| wi ;

15 end

execute local update based on their owned datasets and the
current global model (Line 3-11 in Algorithm 1). Then they
upload the updated local model parameters to the Parameter
Server. The Parameter Server aggregates received results to
update the global model (Line 12-14 in Algorithm 1) and

distributes it to clients. This process is repeated iteratively until
a termination condition is met, such as a specified number of
rounds or a satisfactory performance is achieved.

B. Differential Privacy

In LDP-FL, clients locally perturb their updated model
parameters to be uploaded. Let M : X → Y be a noise
algorithm employed by clients. Then we have the following
definition:

Definition 1 ((ϵ, δ)−DP [33]): A noise algorithm M sat-
isfies (ϵ, δ)−DP if and only if for any two adjacent datasets
D,D′ ⊆ X and output y ⊆ Y , we have

Pr [M(D) ∈ y] ≤ eϵ Pr [M(D′) ∈ y] + δ,

where adjacent datasets D and D′ differ in only one sample.
Here (ϵ, δ) is the privacy budget. To ensure that the privacy

budget is not exceeded throughout FL training, we use Rényi
Differential Privacy (RDP) for a better track of the privacy
loss, which is a relaxed version of DP. Compared to (ϵ, δ)−DP,
RDP provides an operationally more convenient, quantitatively
more accurate way to track the cumulative privacy loss from a
composition of multiple mechanisms. RDP is formally defined
as follows.

Definition 2 (Rényi Divergence [34]): Given two probabil-
ity distributions F and G, the Rényi divergence of order α is
defined as

Dα(F∥G) =
1

α − 1
log Ex∼G

(
F(x)

G(x)

)α

.

Definition 3 ((α, ϵ)-RDP [34]): A noise mechanism f :
X → Y satisfies the Rényi differential privacy of order α,
i.e. (α, ϵ)-RDP, if for any two adjacent datasets D,D′ ⊆ X ,
the following inequality holds:

Dα( f (D)∥ f (D′)) ≤ ϵ.

Next, we give the definition of l2-sensitivity for a function f
as follows:

1 f = max
D,D′
∥ f (D)− f (D′)∥2, (1)

where D and D′ are adjacent datasets, and ∥ ∗ ∥2 is l2-norm.
Then we can introduce theoretical basis of differential privacy
guarantee for component adaptive noise.

Lemma 1: (Differential Privacy Assurance for Component
Adaptive Noise [35]): Suppose the noise mechanism M(D) =

f (D) + Q satisfies (ϵ, δ)−DP, where D is input dataset,
f is a function of M dimensions that meets 1 f ≤ 1 and
noise Q ∼ N (0, σ 2

0 I ), I is an M-dimensional identity
matrix. Then for any function f ′ of M dimension, mechanism
M′(D) = f ′(D) + Q′ still meets (ϵ, δ)−DP, if Q′ =
(Q1, . . . , QM ), Qi ∼ N (0, σ 2

m) satisfy
∑M

m=1
12

m
σ 2

m
≤

1
σ 2

0
,

1m is l2-sensitivity of mth dimension of f ′, m ∈ 1, . . . , M.

V. METHODOLOGY

A. Overview

In FL, participating clients want to cooperate together to
obtain the optimal model and do not want their privacy to
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Fig. 1. Overview of our proposed scheme.

be compromised. Thus our goal is to design an efficient
and practical LDP-FL scheme. However, the introduced noise
inevitably causes the degradation of model accuracy, so we
want to mitigate the negative effect of noise to the maximum
extent possible.

In our proposed scheme, the Parameter Server first executes
initialization of global model parameters and distributes them
to clients. Then participating clients train the local model
using current global model parameters and owned datasets.
After completing the update of local model, clients perform
truncation and then estimate sensitivity of updated local model
parameters. After that, clients locally add noise to meet DP
requirements according to estimated sensitivity and upload
perturbed local model parameters to the Parameter Server.
Then, the Parameter Server collects local model parameters
and performs FL aggregation to get new global model param-
eters, which are distributed to clients for the next round.

B. Workflow

Fig.1 shows the workflow of our proposed scheme, which
consist of five steps. Algorithm 2 shows overall procedure.
Algorithm 3 describes how client updates local model parame-
ters (CLIENTUPDATE). Algorithm 4 describes how cumulative
privacy loss is computed (PRIVACYCOMPUTE). Below we
illustrate each step in the proposed scheme.

1) Global model initialization. At the beginning, the
Parameter Server negotiates the privacy budget (ϵ, δ∗)

with clients and initializes global model parameters w∗0
(Line 1-2 in Algorithm 2). After that, the Parameter
Server distributes w∗0 to clients.

2) Local model updates. In t th round, for the sake of illus-
tration, we consider participating client Ci . He/She first
initializes local model parameters wi

0 to the received cur-
rent global model parameters (Line 1-2 in Algorithm 3)
and records number of times L i he/she has participated
in FL aggregation up to now (Line 3 in Algorithm 3).
Then Ci uses owned dataset to perform K local updates
to update local model parameters wi (Line 4-16 in
Algorithm 3). It is to be explained that in line 10 of
Algorithm 3, we use G to denote the optimizer algorithm
used by client during local training, e.g., if SGD is used,
then G(gi

k) = ηgi
k , where η is the learning rate.

Algorithm 2 Our Proposed Scheme
Data: the noise level σ0, set of all clients

S = {C1, . . . , Cn}, sampling ratio q , the privacy
budget (ϵ, δ∗), number of local updates by
client in a round K , number of FL aggregations
T , number of total components of model
parameters M , the vector L which records the
number of times each client participating in FL
aggregation

Result: global model parameters w∗T
1 The Parameter Server performs initialization:
2 w∗0 = (w

∗(1)
0 , . . . ,w

∗(M)
0 ), δ = 0,

L = (L1, . . . , Ln) = (0, . . . , 0);
3 for t ← 1 to T do
4 R← 0, Zt ← set of participating clients in t th

round;
5 for each client Ci ∈ Zt in parallel do
6 wi , δi ←

CLIENTUPDATE(ϵ, σ0, i, w∗t−1, q, L i , t)
7 end
8 The Parameter Server executes:
9 collect local model parameters wi and privacy loss

δi from clients;
10 for i ∈ Z t do
11 R← R + |Di |;
12 end
13 w∗t ←

∑
i∈Zt

|Di |
R wi ;

14 calculate current privacy loss: δ← max{δi |i ∈ Zt };
15 if δ > δ∗ then
16 return w∗t ;
17 break;
18 end
19 end

3) Sensitivity estimation. Ci firstly obtains updated local
model parameters wi

K . For simplicity, we use fi to
denote wi

K . Then based on local historical gradients
and received global model parameters from the previous
round, Ci calculates the truncation threshold according
to our proposed method and executes truncation of fi
(Line 19-20 in Algorithm 3):

q i(m)
=

β

2

∣∣wi(m)
K−1 − G(gi(m)

K−1)
∣∣,

f̄ (m)
i = min{max{ f (m)

i , w
i(m)
0 − q i(m)

},

w
i(m)
0 + q i(m)

}, (2)

where β is an adjustable parameter which we call
truncation factor. Then sensitivity of truncated model
parameters is estimated as follows:

1
(m)
fi
= β

∣∣wi(m)
K−1 − G(gi(m)

K−1)
∣∣, (3)

where superscript (m) denotes the mth component of
model parameters.

4) Local noise. Based on sensitivity obtained from step 3),
client computes the noise to be added and perturbs

Authorized licensed use limited to: Nanyang Technological University Library. Downloaded on December 11,2023 at 01:53:58 UTC from IEEE Xplore.  Restrictions apply. 



XUE et al.: DIFFERENTIALLY PRIVATE FL WITH AN ADAPTIVE NOISE MECHANISM 79

Algorithm 3 CLIENTUPDATE in Each Client
Data: the privacy budget (ϵ, δ∗), the noise level σ0,

the id for client i , current global model
parameters w∗t−1, sampling ratio q , current
number of rounds t

Result: updated local model’s parameters wi
1 The initialization of local model parameters:
2 wi

0 ← w∗t−1;
3 L i ← L i + 1;
4 k ← 0;
5 while k ≤ K do
6 B ← q|Di |;
7 B← dividing Di into batches of size B;
8 for each batch b ∈ B do
9 gi

k ←
1
|b|

∑
j∈b ∇wi

k−1
Fi (w

i
k−1, x j );

10 wi
k ← wi

k−1 − G(gi
k);

11 k ← k + 1;
12 if k > K then
13 break;
14 end
15 end
16 end
17 fi ← wi

K ;
18 for m ← 1 to M do
19 q i(m)

=
β
2

∣∣wi(m)
K−1 − G(gi(m)

K−1)
∣∣;

20 f̄ (m)
i = min{max{ f (m)

i , wi
0 − q i(m)

}, wi
0 + q i(m)

};
21 1

(m)
fi
= 2q i(m), σm =

√
Mσ01

(m)
fi

;
22 f̃ (m)

i = f̄ (m)
i +N (0, σ 2

m);
23 end
24 wi ← f̃i ;
25 α∗← 1+ log(1/δ∗)

ϵ
;

26 δi ← PRIVACYCOMPUTE(ϵ, α∗, L i , σ0);
27 Return wi , δi ;

Algorithm 4 PRIVACYCOMPUTE in the Parameter
Server
Data: ϵ, α∗, L i , σ0
Result: δ

1 Define the function e : Z→ R, α 7→ (
L i α

2σ 2
0
− ϵ)(α − 1);

2 x ← the minimum value of e for α > α∗;
3 δ← ex ;
4 Return δ;

updated model parameter (Line 21-22 in Algorithm 3):

σm =
√

Mσ01
(m)
fi

,

f̃ (m)
i =M( f (m)

i ) = f̄ (m)
i +N (0, σ 2

m). (4)

In addition, in order to keep client’s cumulative privacy
loss within the given privacy budget at all times, client
needs to calculate current privacy loss before uploading
local model parameters. Specifically, client first records
number of times he/she has participated in FL aggre-
gation to date, and then uses Algorithm 4 to calculate

cumulative privacy loss δi (Line 26 in Algorithm 3),
which is uploaded to the Parameter Server along with
perturbed local model parameters wi .

5) Global model update. After collecting participating
clients’ uploaded local model parameters and current
privacy loss, the Parameter Server performs FL aggrega-
tion to get new global model parameters from received
values (Line 13 in Algorithm 2):

w∗t =
∑
i∈Zt

|Di |

|Dt |
wi ,

where Zt denotes the subset of clients participating
in t th FL aggregation and Dt = ∪i∈ZtDi . Then the
Parameter Server calculates the largest privacy loss value
among clients as current global privacy loss (Line 14
in Algorithm 2). When this value does not exceed
the negotiated threshold (this step is to ensure that
privacy loss of all participating clients does not exceed
the privacy budget), the Parameter Server distributes
updated global model parameters w∗t to clients for the
next round.

As shown in Algorithm 2, the Parameter Server and clients
iteratively perform steps 2 to 5 until the number of FL aggre-
gations or privacy loss reaches specified value (Lines 3-19
in Algorithm 2).

C. Sensitivity Estimation

Since this paper proposes a new method for estimating sen-
sitivity, which was not mentioned in previous work, we explain
in this section why sensitivity can be estimated as in Eq. (3).
For the sake of illustration, we consider sensitivity of local
model parameters wi updated by Ci in t th round.

In t th round, Ci performs the following update process:

gi
k ←

1
|Bi

k |

∑
j∈Bk

i

∇wi
k−1

Fi (w
i
k−1, x j ),

wi
k ← wi

k−1 − G(gi
k), (5)

for k from 1 to K , where K is the number of client’s local
updates in a round and Bi

k is batch of data to be used by Ci
for kth local update (that is, b in line 8 of Algorithm 3).

According to Eq. (5), we can calculate updated local model
parameters wi = wi

K by the following formula:

fi = wi = wi
K

= wi
K−1 − G(gi

K )

= wi
K−2 − G(gi

K−1)− G(gi
K )

= . . .

= wi
0 −

K∑
k=1

G(gi
k), (6)

where wi
0 is global model parameters from previous FL

aggregation w∗t−1. Let hwi =
∑K

k=1 G(gi
k). Since wi

0 is
independent of Ci -owned dataset used in t th round, according
to the definition of sensitivity (Eq. (1)), we only need to
estimate sensitivity of hwi .
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Since historical gradient can be considered as priori infor-
mation for current gradient [36], historical gradient can be
used for estimation. And combined with Eq. (6), we can
therefore use ĥwi to approximate hwi :

ŵi = wi
K−1 − G(gi

K−1),

ĥwi = wi
0 − ŵi .

Let fi be wi
K , then from the definition of sensitivity

(Eq. (1)) and the truncation process of parameters (Eq. (2)),
we can obtain that,

1
(m)
fi
= max
D,D′
∥wi

K (D)− wi
K (D′)∥

= max
D,D′
∥(wi

0 −

K∑
k=1

G(gi
k))(D)

− (wi
0 −

K∑
k=1

G(gi
k))(D

′)∥

= max
D,D′

∥∥∥hwi (D)− hwi (D
′)

∥∥∥
≤ β

∣∣wi(m)
K−1 − G(gi(m)

K−1)
∣∣,

where β is the truncation factor. So far we obtain the estima-
tion for sensitivity of model parameters.

Our proposed method for estimating sensitivity is general
and can be applied to different optimizers. Now let’s describe
how to instantiate it on four common optimizers (SGD,
Momentum, Adam, PMSPROP).

First let us show what G is in four optimizers (Eq. (5)).
We consider the sth update of model. For SGD, G(gs) =

ηgs , where η is the learning rate. For Momentum, we have
G(gs) = vs , where vs = γ vs−1 + ηgs , γ, η are parameters
in Momentum. For Adam, G(gs) =

ηms
ϵ+
√

vs
, where ms =

γ1ms−1+(1−γ1)gs
1−γ s

1
, vs =

γ2vs−1+(1−γ2)g2
s

1−γ s
2

, γ1, γ2, ϵ, η are param-

eters in Adam. For RMSPROP, we have G(gs) = η
gs√

E[g2]s+ϵ
,

where E[g2
]s = γ E[g2

]s−1 + (1 − γ )(gs)
2, η, γ, ϵ are

parameters in RMSPROP.
Then according to Eq. (3), we can then obtain the sensitivity

of client Ci ’s local model parameters to be uploaded. TABLE II
shows the estimated sensitivity of model parameters using four
optimizers, respectively.

D. Privacy Analysis

To proof that our proposed scheme satisfies DP requirement,
we first give the following lemmas:

Lemma 2 (RDP of Gaussian Mechanism [34]): If sensitiv-
ity of a function f : X → Y meets 1 f = 1, then the Gaussian
mechanism Gσ ( f ) = f (D)+N (0, σ 2) satisfies (α, α

2σ 2 )-RDP,
where D ⊆ X .

To analyze the cumulative privacy budget of our proposed
scheme, we introduce the composition theorem of RDP.

Lemma 3 (Sequential Composition Theorem of RDP [34]):
Let f : X → Y1 satisfy (α, ϵ1)-RDP and g : Y1 × X →
Y2 satisfy (α, ϵ2)-RDP. We define X ← f (D) and
Y ← g(X,D), where D ⊆ X . Then the mechanism
(X, Y ) satisfies (α, ϵ1 + ϵ2)-RDP.

TABLE II
SENSITIVITY ESTIMATION OF MODEL PARAMETERS USING

DIFFERENT OPTIMIZERS

Lemma 4 (Parallel Composition Theorem of RDP [34]):
Given a set of mutually disjoint data sets D1, . . . ,Dn
satisfying Di ⊆ X for any i = 1, . . . , n. Let f : X → Y
satisfy (α, ϵ)-RDP, then the combination of these mechanisms
( f (D1), . . . , f (Dn)) satisfy (α, ϵ)−RDP.

Lemma 5 (From RDP to DP [34]): If the noise mechanism
M satisfies (α, ϵ)-RDP, then it also satisfies (ϵ +

log(1/δ)
α−1 , δ)-

DP, where δ is any number within the range of 0 to 1.
Lemma 5 is the theoretical guarantee that RDP and DP are

translatable to each other.
Theorem 1: Given a target privacy budget (ϵ, δ), the num-

ber of times client Ci uploads local model parameters L i and
any integer α which satisfies α > 1+ log(1/δ)

ϵ
, if σ0 satisfies

L iα

2σ 2
0
+

log(1/δ)

α − 1
≤ ϵ, (7)

where M is the number of components of model parameters.
Then for client Ci , our proposed scheme satisfies (ϵ, δ)−DP.

Proof: Let us first show that in order to ensure that
our proposed scheme satisfies (ϵ, δ)−DP, client Ci needs to
add noise to local model parameters in a single upload that
satisfies (α, ϵ′

L i
)−RDP, where ϵ′ satisfies

ϵ′ +
log(1/δ)

α − 1
≤ ϵ. (8)

Assuming that Ci uploads his/her local model parameters
L i times throughout FL. According to sequential composition
theorem of RDP (Lemma 3), when client Ci adds noise
to local model parameters in a single upload that satisfy
(α, ϵ′

L i
)−RDP, then after the entire FL, the noise mechanism

for client Ci satisfies (α, ϵ′)−RDP. Further from Lemma 4,
we know that the noise mechanism for our propose scheme
satisfies (α, ϵ′)−RDP. By the conversion between RDP and DP
(Lemma 5), if ϵ′ satisfies ϵ′ +

log(1/δ)
α−1 ≤ ϵ, then the proposed

scheme satisfies (ϵ, δ)-DP.
Then, according to the definition of sensitivity (Eq. (1)),

the truncation of local model parameters (Eq. (2)) and
Eq. (3), we can obtain that the sensitivity of local model
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parameters 1 f satisfies

1 f ≤

√∑
m

(1
(m)
fi

)2.

Thus, we only need to select the appropriate β to satisfy
the requirement for sensitivity in Lemma 2. Then, according
to Lemma 2, in Ci ’s single upload of local model param-
eters, to ensure that the noise mechanism for Ci satisfies
(α, ϵ′

L i
)−RDP, the added noise scale σ0 needs to satisfy

σ 2
0 ≥

L iα

2ϵ′
. (9)

Combining Eq. (8) and Eq. (9), we prove that, if α satisfies
α > 1+ log(1/δ)

ϵ
and σ0 satisfies

σ 2
0 ≥

L iα

2(ϵ −
log(1/δ)

α−1 )
, (10)

our proposed scheme satisfies (ϵ, δ)−DP. Then we can write
Eq. (10) as

L iα

2σ 2
0
+

log(1/δ)

α − 1
≤ ϵ.

Finally, let us calculate the noise σm added to each com-
ponent of local model parameters to be uploaded by Ci ,
m = 1, . . . , M . Since RDP and DP can be converted to each
other (Lemma 5), Lemma 1 applies to RDP as well. Given
the estimated sensitivity of each component of local model
parameters 1

(m)
fi

(Line 21 in Algorithm 3), then according
to Lemma 1 (it has been shown above that selecting the
appropriate β can ensure that the sensitivity of local model
parameters satisfies the condition in Lemma 1), σm only needs

to satisfy
∑M

m=1(
1

(m)
fi

σm
)2
≤

1
σ 2

0
. The σm taken in Line 21 of

Algorithm 3 clearly satisfies this condition.
In summary, therefore, when σ0 satisfies

L iα

2σ 2
0
+

log(1/δ)

α − 1
≤ ϵ,

our proposed scheme is (ϵ, δ)−DP for all participating clients.
Thus our proposed scheme satisfies (ϵ, δ)−DP. The proof is
completed. □

Now let us explain how Algorithm 4 tracks the cumulative
privacy loss for Ci .

In the initialization phase of FL (the input Data in
Algorithm 2), we predetermine the privacy budget (ϵ, δ∗) and
the noise level σ0, initialize L i to 0 for each client (Line 2
in Algorithm 2). Once Ci uploads local model parameters
(i.e., participates in FL aggregation), we let L i ← L i + 1
(Line 3 in Algorithm 3). When tracking the privacy loss, since
ϵ has been predetermined, we only need to calculate current
δi for each client.

The process of calculating δi is described as follows
(Algorithm 4). First we transform Eq. (7) in Theorem 1 into

δ ≥ exp {(α − 1)(
L iα

2σ 2
0
− ϵ)}. (11)

Then according to Eq. (11), the current privacy loss for Ci is
(ϵ, δi ), where

δi = min
α
{exp {(α − 1)(

L iα

2σ 2
0
− ϵ)}}, (12)

α is any integer that satisfies α > 1 + log(1/δ∗)
ϵ

, L i is the
current number of times Ci has participated in FL aggregation.
According to the above equation, we iterate over the range of
values of α to find the minimum of exp {(α − 1)(

L i α

2σ 2
0
− ϵ)}

(Line 2-3 in Algorithm 4), which is current δi for Ci .
Finally, to ensure that Eq. (11) is satisfied for each client,

we take current global privacy loss as δ = maxi {δi |i =
1, . . . , n} (Line 14 in Algorithm 2).

Our proposed scheme needs to support for dropouts, thus
we can not determine L i for client in the initialization phase
of FL. Let us explain how to predetermine σ0 (Eq. (7)) in our
experiments.

From Eq. (12), we can see that δi increases monotonically
with L i . Since L i ≤ T , in order to guarantee that the final
privacy loss δi does not exceed δ∗, we just need to choose the
noise level σ0 to satisfy

min
α
{exp {(α − 1)(

T α

2σ 2
0
− ϵ)}} ≤ δ∗, (13)

where α satisfies α > 1+ log(1/δ∗)
ϵ

.

E. Convergence Analysis

In this section, we analyze the unbiasedness of our proposed
scheme and its convergence.

Lemma 6: Given any real number x, the noise mechanism
M which is given in Eq. (4) satisfies E(M(x)) = x.

Proof: Since N (0, σ 2
m) in Eq. (4) follows a normal

distribution, then

E(M(x)) = E(x +N (0, σ 2
m)) = x .

The proof is completed. □
Lemma 7: Let M be the noise machanism proposed in

Eq. (4). Given any real number x, then the variance of M
satisfies Var[M(x)] ≤

M L i α

2(ϵ−
log(1/δ)

α−1 )
, wnere α is an arbitrary

integer satisfying that log(1/δ)
α−1 ≤ ϵ, M is the number of

components of model parameters.
Proof: Since N (0, σ 2

m) in Eq. (4) follows a normal
distribution, then

V ar [M(x)] = E[(M(x)− E(M(x)))2
]

= E[(N (0, σ 2
m))2
]

= σ 2
m .

According to Eq. (7), we can obtain that:

2σ 2
0 (ϵ −

log(1/δ)

α − 1
) ≥ L iα,

where L i is the number of times Ci uploads local model
parameters. Then when α satisfies α ≥

log(1/δ)
ϵ
+ 1, we have

σ 2
0 ≥

L iα

2(ϵ −
log(1/δ)

α−1 )
.
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To minimize the accuracy loss, we take σ 2
0 =

L i α

2(ϵ−
log(1/δ)

α−1 )
.

Substituting σm =
√

Mσ01
(m)
fi

(Line 21 in Algorithm 3) into
the above equation, and choose β to satisfy 1

(m)
fi
≤ 1, then

we can know that

σ 2
m =

M L iα(1
(m)
fi

)2

2(ϵ −
log(1/δ)

α−1 )
≤

M L iα

2(ϵ −
log(1/δ)

α−1 )
.

Then we have proved that

V ar [M(x)] = σ 2
m ≤

M L iα

2(ϵ −
log(1/δ)

α−1 )
.

The proof is completed. □
Theorem 2 (Unbiasedness): our proposed scheme proposed

in this paper introduces no bias, i.e., E(M(w∗)) = w∗.
Proof: According to Lemma 6, we can know that for all

components of local model parameters wi , the equation

E(M(w
(m)
i )) = w

(m)
i , m = 1, . . . , M

holds. Then based on line 13 in Algorithm 2, in t th FL
aggregation, we can conclude that:

E(M(w∗t )) = E
[ ∑

i∈Zt

|Di |

R
M(wi )

]
=

∑
i∈Zt

|Di |

R
E[M(wi )]

=

∑
i∈Zt

|Di |

R
wi = w∗t ,

where wi represents the uploaded local model parameters
by Ci , w∗t is the aggregated result of uploaded local model
parameters, R is the total size of datasets owned by clients
participating in t th FL aggregation. And since the above holds
for all t , thus we can prove that E(M(w∗)) = w∗. □

Lemma 8: Let global model parameters obtained after FL
aggregation be w∗. Then Var[M(w∗)] ⪯ MT α

2n(ϵ−
log(1/δ)

α−1 )
IM ,

where n is the total number of clients, M is the number of
components of model parameters, T is the total number of
rounds, ⪯ represents the element-by-element comparison.

Proof: Since Lemma 7 shows that the equation

V ar [M(w
(m)
i )] ≤

M L iα

2(ϵ −
log(1/δ)

α−1 )

holds for all m, combined with Theorem 2 we can know that

V ar [M(wi )] ⪯
M L iα

2(ϵ −
log(1/δ)

α−1 )
IM , i = 1, . . . , n.

Then for the sake of analysis, we assume that each client
holds data set of the same size, and consider the following
cases in turn:
• Only one client participates in a round, then the expec-

tation of the number of times client uploads local model
parameters is E[L i ] =

T
n . So it follows from line 13 in

Algorithm 2 that the variance from the noise mechanism
M introduced by our proposed scheme is

V ar [M(w∗)] ⪯
MT α

2n(ϵ −
log(1/δ)

α−1 )
IM .

• Two clients participate in a round, then the expectation
of the number of times each client uploads parameters
is E[L i ] =

(n−1
1

)
T/

(n
2

)
. So it follows from line 13 in

Algorithm 2 that the variance from the noise mechanism
M introduced by our proposed scheme is

V ar [M(w∗)] ⪯
n − 1

2
2MT α

2n(n − 1)(ϵ −
log(1/δ)

α−1 )
IM

=
MT α

2n(ϵ −
log(1/δ)

α−1 )
IM .

• Three clients participate in a round, then the expectation
of the number of times each client uploads parameters
is E[L i ] =

(n−1
2

)
T/

(n
3

)
. So it follows from line 13 in

Algorithm 2 that the variance from the noise mechanism
M introduced by our proposed scheme is

V ar [M(w∗)] ⪯
3T (n − 1)(n − 2)

6n(n − 1)(n − 2)

Mα

2(ϵ −
log(1/δ)

α−1 )
IM

=
MT α

4n(ϵ −
log(1/δ)

α−1 )
IM

⪯
MT α

2n(ϵ −
log(1/δ)

α−1 )
IM .

...

• The whole clients participate in a round, then the
expectation of the number of times each client uploads
parameters is E[L i ] = T . So it follows from line 13 in
Algorithm 2 that the variance from the noise mechanism
M introduced by our proposed scheme is

V ar [M(w∗)] ⪯
1
n

MT α

2(ϵ −
log(1/δ)

α−1 )
IM .

Taken together, the above analysis shows that, regardless
of the number of clients involved in each round, we have
Var[M(w∗)] ⪯ MT α

2n(ϵ−
log(1/δ)

α−1 )
IM . □

Theorem 3 (Convergence Analysis): Let global model
parameters obtained using our proposed scheme be w̃∗

and global model parameters without noise be w∗, then

|w̃∗ − w∗| ≺ O
(

σ0 M
√

log(1/δ)

nϵ

)
, where n is the number of

clients, M is the number of components of model parameters,
≺ represents the element-by-element comparison.

Proof: According to Theorem 2, Lemma 8 and 3-sigma
rule [40], we have

Pr
[
|M(w∗(m))− w∗(m)

| ≤

√
3

MT α

2n(ϵ −
log(1/δ)

α−1 )

]
→ 1,

for m = 1, . . . , M , M(w∗) is global model parameters
obtained using our proposed scheme w̃∗. Thus the equation

|w̃∗ − w∗| ⪯

√
3

MT α(α − 1)

2n(ϵ(α − 1)− log(1/δ))

has a great probability of holding. Then according to Eq. (13),
we can take α as α =

T+2ϵσ 2
0

2T in the above equation.
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Finally, we can derive that

|w̃∗ − w∗| ≺ O
(

σ0 M
√

log(1/δ)

nϵ

)
,

where M is the number of components of model parameters,
n is the number of clients. □

F. Support for Dropouts

In FL, It is common for clients to drop out during the FL
training. In our proposed framework, when a client drops out,
here we assume to be Ci , the number of exposures of Ci ’s
local parameters L i does not increase, and his/her cumulative
privacy loss does not grow. Thus the global privacy loss
calculated by the Parameter Server is not smaller than the
privacy loss of dropped clients. Parameter Server only collects
local model parameters uploaded by participating clients in
this round. And when a client joins in the middle, he/she
just needs to initialize local model parameters to the current
global model parameters before performing local training for
the participation in next round and calculate the cumulative
privacy loss by adding one to L i . In summary, our proposed
scheme does not require clients to participate in the whole FL
aggregation process and thus is user-friendly for dropouts.

VI. SIMULATION EXPERIMENTS AND ANALYSIS

A. Experimental Settings

We evaluate our proposed scheme on three commonly-used
datasets: MNIST, FMNIST and CIFAR-10. For MNIST and
FMNIST, we use a two-layer convolutional neural network,
which consists of two 2D convolutional layers and two fully
connected layer, where we use ReLU function as activation
function. For CIFAR-10, we use a network consisting of
two consecutive two-layer convolutional layers and two max
pooling layers, where we use ReLU function as activation
function and softmax function as activation function of the
last layer.

In FL, if not specifically pointed out, we set the number of
clients n = 50, the number of participating clients in a round
|Zt | = n, the truncation factor β = 1.1. For each optimizer
in Table II, we set η = 0.01 for SGD, γ = 0.9, η = 0.01 for
Momentum, γ1 = 0.9, γ2 = 0.999, ϵ = 10e − 8, η =

0.001 for Adam and γ = 0.9, ϵ = 10e − 8, η = 0.001 for
RMSPROP, respectively. Moreover, we assume that the total
size of datasets owned by all clients is fixed, which indicates
that the more clients, the smaller dataset owned by each client.
In the following experiments, we pre-determine the privacy
budget ϵ and δ∗ = 10−5. To eliminate the effect of noise
randomness on resuts, we perform ten experiments for each
configuration and take the average value as final result.

B. Performance Evaluation

It should be noted that the proposed scheme is based on
the idea that components of model parameters with differ-
ent values differ in their tolerance to noise, which in turn
depends on sensitivity. Therefore, in order to evaluate the
validity of our proposed scheme, it is first necessary to verify

Fig. 2. Experiments to verify effectiveness of method for sensitivity estimates
with different optimizers on MNIST dataset.

the accuracy and adaptiveness of our designed method for
sensitivity estimates. Since our sensitivity is obtained by trun-
cating client’s local model parameters based on the computed
adaptive threshold (Eq. (2) and Eq. (3)), we can verify the
effectiveness of our proposed method by observing whether
the truncated local model parameters can vary exactly with the
raw local model parameters. We take four optimizers (SGD,
Momentum, Adam, and RMSPROP), ϵ = 2.0 (according
to Eq. (2) and Eq. (3), the value of ϵ does not affect the
estimation of sensitivity, so it is sufficient to experiment with
only one value) and MNIST dataset. At every interval of ten
rounds, we record raw local model parameters for a particular
client (assumed to be Ci ) and truncated local model parameters
calculated by Eq. (2). Then we plot their distributions as box
line graphs, which are shown in Fig. 2, where “Original Value”
means wi

K (Line 17 in Algorithm 3) and “Estimation” means
f̄i (Line 20 in Algorithm 3). We observe that the truncated
results by our proposed method can indeed accurately reflect
the trend of original model parameters.

We then conduct experiments under different privacy bud-
gets with four optimizers. We vary ϵ as 0.5, 2.0, and 8.0,
set the number of local updates K to 16 and the noise level
as σ0 = 26.0 for ϵ = 0.5, 2.0 and σ0 = 10.0 for ϵ = 8.0,
respectively. Fig. 3(a)-3(c) show the model accuracy after each
round. In each figure, the pink line (corresponding to the
right vertical axis) represents the cumulative privacy budget,
expressed in terms of δ given a fixed ϵ. Note that δ for the
first few rounds is not 0 (rounds 1-4 in Fig. 3(a), rounds 1-60
in Fig. 3(b) rounds 1-100 in Fig. 3(c)), but the value is so
small that it appears to be 0. We observe that when ϵ equals
0.5 (Fig. 3(a)), the model accuracy using four optimizers is
87.58% (SGD), 90.45% (Momentum), 94.98% (Adam) and
96.85% (RMSPROP), respectively. This indicates that our
proposed scheme can achieve satisfactory model accuracy at
a high privacy protection level (i.e. ϵ = 0.5). When ϵ equals
2.0 (Fig. 3(b)), the model accuracy curves of four optimizers
converge after 20th round. When ϵ equals 8.0 (Figure 3(c)),
the accuracy of obtained model is around 97%. These results
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Fig. 3. Experimental results for different optimizers under different privacy budgets on the MNIST dataset.

Fig. 4. Accuracy results for different privacy budgets.

demonstrate that our proposed adaptive noise mechanism is
indeed effective in mitigating the damage caused by noise
added to the model.

We also compare our proposed scheme with the vanilla FL
system without DP protection. In this experiment, we set K
to 32 and choose MNIST, FMNIST and CIFAR-10 datasets.
We vary the value of ϵ, and experimental results are shown
in Fig. 4. For MNIST, when ϵ equals 0.5 (Fig. 4(a)), compared
to the model without adding any noise, the accuracy loss of
obtained model is 3.29% for SGD, 2.38% for Momentum,
1.71% for Adam and 0.39% for RMSPROP, respectively. For
FMNIST, when ϵ equals 1.0 (Fig. 4(b)), the accuracy loss of
model is 3.8% for SGD, 3.46% for Momentum, 1.97% for
Adam and 1.67% for RMSPROP, respectively. For CIFAR-10,
when ϵ equals 2.0 (Fig. 4(c)), the accuracy loss of model is
3.17% for SGD, 2.96% for Momentum, 1.51% for Adam and
1.03% for RMSPROP, respectively. These results demonstrate
that our proposed scheme can achieve high model accuracy
at high level of privacy protection (i.e., ϵ = 0.5 for MNIST,
ϵ = 1.0 for FMNIST and ϵ = 2.0 for CIFAR-10), which in
turn indicates high utility of our proposed scheme in terms
of making trade-off between privacy protection and model
accuracy.

What is more, in order to demonstrate the superiority of
optimization we have made for noise mechanism, we compare
our proposed scheme with several state-of-the-art works that
make optimization of noise mechanism in DP. We adapt the
noise mechanism proposed in [41] to fit FL. Then we apply
noise mechanism proposed in [25] (PrivateDL), [27] (adap
DP-FL), [29] (Fed-αCDP), [30] (GeoDP), [41] (DP-dyns) and
ours to the same FL scenario, respectively (i.e., parameters
settings not related to DP, including the same optimizer, local
dataset size, number of clients, etc.). We measure model
accuracy in a given (ϵ, δ∗), and experimental results are shown
in Fig. 4(d). As can be seen from the figure, when ϵ is equal
to 0.3, the accuracy obtained with six methods is 52.87%
(adap DP-FL), 69.59% (PrivateDL), 72.21% (GeoDP), 77.20%
(DP-dyns), 80.14% (Fed-αCDP), 87.26% (ours), respectively.
When ϵ is equal to 0.5, the accuracy is 71.25% (adap DP-FL),
73.51% (GeoDP), 82.11% (PrivateDL), 83.08% (DP-dyns),
84.23% (Fed-αCDP), 93.70% (ours), respectively. Experimen-
tal results confirm that our proposed scheme performs best on
a very high level of privacy protection (i.e. ϵ = 0.3, 0.5).
Thus, our proposed scheme does mitigate the impact of noise
on model accuracy while satisfying high level of privacy
protection.

In the following, we give model accuracy analysis in the
variation of several parameters, which are used in our proposed
scheme. It is worth noting that in order to briefly and clearly
demonstrate differences in the effects of different parameters
on model accuracy, we use MNIST dataset, set number of
local updates K to 64 for SGD and K to 16 for the remaining
three optimizers.

C. Impact of the Number of Clients n

To verify the scalability of our proposed scheme,
i.e., whether it can support a large number of clients, we do
experiments on the effect of the number of clients n on
the model accuracy. As pointed out earlier, a larger number
of participating clients means that each client has a smaller
dataset. Thus, according to Line 6-8 in Algorithm 3, we know
that |b| decreases with increasing n, which leads to more noise
to be added in order to meet DP requirements. We change
the number of clients, and the evaluation results are shown
in Fig. 5(a). We can see that model accuracy decreases
very slightly as the number of clients increases. The model
accuracy difference between 50 and 700 participating clients
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Fig. 5. Accuracy Analysis under different parameters on MNIST dataset.

is only 2.98% for SGD, 2.81% for Momentum, 2.90% for
Adam, and 2.78% for RMSPROP. We conclude that even if the
number of clients grows within a certain range, our proposed
scheme can effectively mitigate the impact of noise on model
accuracy.

D. Impact of the Noise Level σ0

To verify that our proposed scheme is highly tolerant of
the noise level σ0, where σ0 determines the magnitude of the
added noise. The smaller σ0 is, the less noise is added to model
parameters (Line 21 in Algorithm 3), but the fewer rounds
are allowed due to the privacy budget constraints (Line 1-2
in Algorithm 4). However, excessive noise will significantly
damage model accuracy. Fig. 5(b) reports the model accuracy
with different noise levels. The model accuracy with all four
optimizers is highest at the noise level of 26. The model still
performs well when σ0 is equal to 30: the model accuracy drop
is 1.7% for SGD, 1.04% for Momentum, 0.94% for Adam, and
2.09% for RMSPROP compared to that when σ0 = 26. This
indicates that the noise level tolerated by our proposed scheme
is high, thus demonstrating the efficiency of ours.

E. Impact of the Number of Participating Clients in a Round

When the clients drop out during FL, the ratio of the number
of clients participating in a round to the total number of clients
u = |Zt |

n is less than 1. So to verify that our scheme does
effectively support clients drops, we investigate the impact of
u on model performance. This parameter u affects not only
the aggregation results (Line 13 in Algorithm 2), but also the
number of rounds (Section V-D). When u is small, fewer
training data samples are utilized in each round. But the
exposure times of local parameters for each client grow slowly,
and δ in Algorithm 2 also grows slowly correspondingly
(Algorithm 4). Thus allowing for more rounds to improve
model accuracy. Fig. 5(c) shows the impact of the propor-
tion of participating clients in each round. We observe that
model accuracy increases as the proportion of participating

clients increases. When u is greater than 0.6, the model
accuracy has reached a relatively satisfactory level (86.67%
for SGD, 88.08% for Momentum, 91.05% for Adam, 92.21%
for RMSPROP). Therefore, experimental results show that our
scheme works well even when there are client dropouts.

F. Impact of the Truncation Factor β

Finally, let us explore what value of β equals when our
proposed scheme works best, where β is defined as the trun-
cation factor (Section V-B). According to the noise mechanism
executed by client (Line 19-22 in Algorithm 3), it is obvious
that β controls the truncation ratio of model parameters, and
it also affects the magnitude of added noise. The smaller β is,
the more model parameters are truncated, and thus the negative
impact on model accuracy will be greater. The larger β is,
the less part of model parameters is discarded, but added
noise will be larger to meet the DP requirements (Line 19-21
in Algorithm 3). Fig. 5(d) shows the results with the variation
of β. We observe that model accuracy achieves the highest
when β is between 1.0 and 1.2.

VII. CONCLUSION

In this paper, we proposed a differentially private federated
learning with an adaptive noise mechanism. Intuitively, adding
more noise to components of model parameters with smaller
values leads to a deviation in the direction of model update,
but not vice versa. Therefore, we considered to introduce
the noise that varies with values of model parameters. The
implementation of this idea requires an accurate estimate of
sensitivity, where sensitivity is a concept in DP that determines
the magnitude of noise. However, the fact that datasets are
not shared among clients in FL makes it difficult to precisely
estimate sensitivity. To address this challenge, we proposed a
method for clients to estimate sensitivity locally using global
and local historical model parameters, which is proven to
be effective by theoretical and experimental analysis. Then,
based on the estimated sensitivity, we design a novel adaptive
noise mechanism for clients that satisfies the DP requirements.
Finally, We experimentally demonstrated that, compared with
other existing work, our proposed scheme is more effective in
mitigating the impact of DP on FL model performance.
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