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ABSTRACT

Robot Operating System (ROS) has been the mainstream platform for research and development of robotic applications. This platform is well-known for lacking security features and efficiency for distributed robotic computations. To address these issues, ROS2 is recently developed by utilizing the Data Distribution Service (DDS) to provide security support. Integrated with DDS, ROS2 is expected to establish the basis for trustworthy robotic ecosystems.

In this paper, we systematically study the security of the current ROS2 implementation from three perspectives. By abstracting the key functions from the ROS2 native implementation, we first formally describe the ROS2 system communication workflow and model it using a concurrent modeling language. Second, we verify the model with some key security properties through a model checker, and successfully identify four security vulnerabilities in ROS2’s native security module: Secure ROS2 (SROS2). To validate these flaws, we set up simulation and physical multi-robot testbeds running different real-world workloads developed by Open Robotics and Amazon AWS Robotics. We demonstrate that an adversary can exploit these vulnerabilities to totally invalidate the security protection offered by SROS2, and obtain unauthorized permissions or steal critical information. Third, to enhance the security of ROS2, we propose a general defense solution based on the private broadcast encryption scheme. We run different workloads and benchmarks to show the efficiency and security of our defense. Our findings have been acknowledged by ROS2 official, and the suggested mitigation has been implemented in the latest SROS2 version.
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1 INTRODUCTION

The robotics technology is playing an important role in the intellectualization of industry and our daily life. Its development is accelerated by the Robot Operating System (ROS). As the most popular robotic platform, ROS provides great ease for developing and managing robotic devices and applications [25]. However, ROS has its limitations by design. It lacks basic security features, leaving ROS-based systems extremely vulnerable [57, 58, 67]. Besides, it is not suitable for multi-robot systems (MRS) in real-time processing. All the robots have to connect to one master node for communication, which makes the system inflexible and inefficient.

To address these problems, ROS2 is developed as an upgrade to ROS. ROS2 uses the Data Distribution Service (DDS) as the communication middleware instead of the traditional master-based communication method, which brings two main advantages. First, DDS allows participants to work in a distributed fashion, which efficiently extends the ROS2-based applications to various multi-robot scenarios [15, 38, 50, 56, 87, 91]. Second, ROS2 develops its native security tool, SROS2, on top of DDS’s built-in security modules. SROS2 provides many security features which are missing in ROS, such as network traffic encryption, authentication and access control. With these benefits, ROS2 rapidly gains huge popularity. An increased number of IT and robotic companies adopt ROS2 to develop their robotic products (e.g., Amazon Robomaker [80], iRobot [8], etc.)

While ROS2 aims to provide better protection than ROS, there are still unsolved security concerns about it. (1) The security of the new features in ROS2 is not thoroughly verified. These features may contain loopholes, which could be exploited to cause severe security, privacy and safety hazards. (2) The multi-robot scenario supported by ROS2 can bring new security challenges. A large quantity of heterogeneous robots from different parties and locations can be coordinated by the cloud service (e.g., Amazon RoboMaker) to complete complex tasks, which could potentially enlarge the attack...
surface of the entire system. With the fast adaption of ROS2, a comprehensive study on its security is urgently needed.

In this paper, we present the first systematic investigation about the security of SROS2 with the following contributions. First, we design a method based on the model checking technique [28] for ROS2 verification (Section 4). Modeling every detail of the ROS2 system can be extremely challenging, because it involves multiple layers with thousands of functions, and the corresponding model can contain a huge number of states that may cause the state explosion issue [27]. To overcome this problem while accurately modeling the system, we leverage the code property graph [93] to represent the ROS2 client library and its DDS middleware implementation, and efficiently identify the key functions involved in inter-robot communication. We further eliminate the non-related components from the key function CPG representations, and analyze them to abstract the events describing the ROS2 inter-node communication workflow. Based on this, we model two key ROS2 components (nodes and DDS participants) and the communication environments as processes driven by those events. We formulate a set of desired security properties based on the official ROS2 Robotic Systems Threat Model [5], and leverage a model checker to automatically identify vulnerabilities that can lead to violations of these properties.

Second, with the aforementioned methodology, we successfully identify four vulnerabilities existing across multiple ROS2 versions, which can invalidate the SROS2 security mechanisms (Section 5). By exploiting those vulnerabilities, the adversary can (1) bypass access control to send arbitrary malicious messages to unauthorized ROS2 nodes, (2) receive confidential messages from unauthorized topics, or (3) extract sensitive information about the system security settings. We validate the exploitability and practicality of those vulnerabilities using four real-world workloads developed by Open Robotics [61] and Amazon AWS Robotics [80] through both simulation and physical experiments (Section 6). We confirm that a single malicious actor can easily terminate the entire system, mislead other benign robots to crash, and steal users’ private information. These vulnerabilities have been reported to Open Robotics, the official maintainer of ROS2, and acknowledged by them. Following our suggestion, temporary mitigation methods have also been integrated into the ROS2 testing version.

Third, to thoroughly address the implementation flaws, we propose a general defense solution customized for ROS2 (Section 7). Patching these vulnerabilities separately requires careful modifications of the ROS2 source code to re-design the SROS2 access control functions, which can be a tremendous and tedious task. Instead, we propose to adopt the private broadcast encryption (PBE) primitive [16] to fundamentally address the security flaws in the SROS2 design. Our solution guarantees to provide secure access control as PBE is proved to have key indistinguishability under chosen-ciphertext attacks (IK-CCA). It can work with ROS2 as an individual security module without additional infrastructure support or modification of the ROS2 source code. We implement our solution as a lightweight Python library that can be imported directly by ROS2 applications. We deploy various workloads in our physical testbed to show that our solution can mitigate the discovered vulnerabilities with acceptable performance and resource overhead. We have open-source our solution on our submission website [9] to benefit the robotics community.

2 BACKGROUND

2.1 Robot Operating System

Robot Operating System (ROS) adopts a node-based structure, where each node is an independent process that executes certain functions. A typical robot application comprises many nodes distributed in one or multiple robot devices. These nodes exchange messages with each other to finish the task cooperatively. The node communication follows a publish-subscribe mode through a topic: each node can publish messages with a customized data structure to a topic, and all the nodes subscribed to that topic will receive the messages.

With more emerging scenarios, the design of ROS exhibits two fundamental drawbacks. First, ROS is not suitable for distributed MRS development. All the network traffics must go through a master node, and every robot needs to keep continuous network connection with this node. This makes the master node a single-point-of-failure and performance bottleneck. Second, ROS lacks the basic security mechanisms, and contains many security loopholes. While new security modules were developed by the community to patch these issues, they are not widely adopted in real-world applications. Up to now, the latest official ROS distributions have not included those extensions yet, making the majority of ROS-based systems vulnerable to various attacks [57, 58, 67, 86].

To thoroughly solve these issues, Open Robotics [61] proposed the new Robot Operating System 2 (ROS2) in 2014. ROS2 has the same client library and user-level API structure as ROS, so previously developed ROS applications can be easily migrated to the ROS2 platform. At the network transport layer, ROS2 adopts the Data Distribution Service (DDS) protocol [39], which has the distributed communication capability and built-in security modules. Therefore, ROS2 enjoys all the functionalities from the original ROS, with new support for distributed computing, better performance and security enhancements. With the increased number of packages and projects migrating from ROS to ROS2, ROS2 is expected to establish the basis for the future robotic ecosystems.

2.2 Data Distribution Service

DDS is a mature middleware protocol adopted in ROS2 for real-time connectivity. It supports a publish-subscribe protocol called Data-Centric Publish-Subscribe (DCPS) [63]. The basic structure of DCPS is illustrated in Figure 1. A global data space is created to contain all the data objects (i.e., DDS topics). These DDS topics are similar to the topic objects in ROS, and can be accessed by DDS processes. A process that publishes or subscribes to a topic is called a participant. The communication between participants are regulated by a series of configurable parameters that control the behaviors of DDS, namely Quality of Service (QoS).

ROS2 interacts with DDS by calling the abstract DDS APIs (Figure 1). The userland code defines the function logic in the app, e.g., how the nodes communicate with others through topics, and how the received messages are processed. The code is then interpreted by the ROS2 Client Library (RCL) to form the node-based communication structure. This structure is further processed by the ROS2 DDS Middleware (RMW) to generate the corresponding DDS structure and configuration parameters. Finally, the DDS configurations are passed to the DDS APIs to build the DDS system structure. With these steps, ROS2 nodes and DDS participants establish a
This plug-in defines and enforces restrictions on Authentication. This plug-in uses the Public Key Infrastructure governance file (CA), which is typically set up by the robotic system owner. The DDS SPIs provide five security features: authentication, access control, cryptography, logging and data tagging. They can be enabled and configured through the QoS parameters. ROS2 adopts the first three features from DDS as summarized below:

**Authentication.** This plug-in uses the Public Key Infrastructure (PKI) \([59]\): each participant has a public-private key pair and an x.509 certificate that binds its public key to its name. Through the PKI, a DDS participant can verify other participants’ identity by checking their certificates. Each x.509 certificate must be signed by (or have a signature chain to) one trusted Certificate Authority (CA), which is typically set up by the robotic system owner.

**Access control.** This plug-in defines and enforces restrictions on the DDS-related capabilities of a given domain participant. It requires two XML files per domain participant, signed by the CA. (1) A governance file specifies the domain properties, e.g., if the domain can be joined by other participants, if it can be discovered in the network, etc. (2) A permission file specifies the permissions of the domain participant. It declares if a participant can publish or subscribe to specific topics. This permission file is used to configure the access control policies for system participants.

**Cryptography.** This plug-in declares the cryptography-related operations, e.g., encryption, decryption, signature, etc. Both the authentication and access control plug-ins utilize these primitives to achieve their functions. By default, enabling this plug-in will encrypt all the DDS network traffics using the established Advanced Encryption Standard in Galois Counter Mode (AES-GCM) \([79]\).

### 2.4 Secure ROS2

ROS2 builds its security mechanisms based on the DDS security specification. The system owner declares the security configurations in the ROS2 userland code, which will be interpreted and passed to the DDS security plug-ins. This set of security features are collectively named “Secure ROS2” (SROS2).

Specifically, SROS2 provides command line integration \([76]\) to enable the SROS2 features. It includes a key generation tool that helps the system owner act as the CA and generate the certificate/key files for the nodes in the system. SROS2 standardizes the security file formats, and specifies how the system owners should distribute those files to the robots. These files need to be put in a specific `keystore` folder following the pre-defined structure and naming rules, so that they can be loaded by SROS2 and passed to DDS as QoS parameters. Enabling SROS2 features brings the following security mechanisms to the system:

- **Traffic encryption.** In the default settings of ROS and ROS2, traffics between nodes are in plaintext. Once SROS2 is enabled, the messages are encrypted by the DDS cryptography plug-in.

- **Access control.** SROS2 enforces access control on the nodes by restricting the underlying DDS participants’ capabilities. The system owner provides the governance and permission files for all the nodes. Then each node can only publish/subscribe to the topics declared in its corresponding permission file.

**Topic information protection.** In ROS, topic-related information is public and can be retrieved by the built-in RCL tool (i.e., `rostopic` [29]), which brings privacy concerns. SROS2 restricts users from reading such information from unauthorized topics, thus protecting the privacy of topics and relevant nodes.

### 3 THREAT MODEL

#### 3.1 System Assumptions

We consider a distributed MRS where a number of robots collaboratively work on one workload under the guidance of a centralized Ground Control Station (GCS). The system is developed with ROS2 and fully secured by the SROS2 modules. We assume all the configurations are set correctly with the following properties: (1) There exists one physical controller serving as the system owner of the MRS. It defines the system functions through userland codes, and also defines the access control policies for each robot that joins the system. Robot users only have local privilege to control their own robots. (2) A trusted CA is controlled by the system owner and generates unforgeable digital certificates for all the nodes within the MRS. These certificates are distributed to robots by the system owner securely. The system owner has the capability of remotely updating the certificate files stored on the robots at runtime. (3) Network traffic is properly encrypted by the DDS cryptography plug-in. (4) The system owner correctly implements the Mandatory Access Control (MAC) \([53]\) policies by creating the permission files following the SROS2 standards \([76]\).

#### 3.2 Adversary’s Capabilities

Following previous works on robotic security \([24, 31, 44]\), we assume that one robot in the MRS is malicious and fully controlled by the adversary. This assumption is realistic due to several reasons: (1) there are software vulnerabilities and bugs in the robotic applications \([12]\), which can be exploited by the adversary to intrude into the system and take full control of a robot. (2) ROS2 has its open-source platform that allows developers over the world to upload and share their function packages \([69]\). Unfortunately, there is no security check on the submitted code, and an adversary can publish malicious packages for other developers to download \([92]\).
We introduce a methodology to thoroughly inspect the security of promiscuous work traffics in its wireless communication range by switching its mode. This is feasible on vast majority of robots' on-board computers. Therefore, we consider eliminating them from the graph for easier modeling. This can be achieved by tracking the data flow that involves the message variables in the CPG.

Figure 2: Methodology Overview

(3) Many cloud providers offer cloud-robotic services (e.g., AWS RoboMaker [80], Google Cloud Robotics [7]) to deploy robotic applications across the cloud and local robots. Robots from different parties and locations will be connected and coordinated by the cloud to complete the tasks. It is highly possible that some party is malicious and introduces an adversarial robot into the system, which tries to attack other robots via the interaction with the cloud. The adversarial robot attempts to invalidate the SROS2 security features (especially the access control mechanism) and execute malicious operations in the MRS. These include (1) retrieving restricted information from unauthorized topics, (2) retrieving private node and topic configuration information, and (3) sending malicious messages to unauthorized topics.

The adversarial robot can perform arbitrary operations locally. However, it has the following limited capabilities when communicating with other actors in the system due to the presence of the SROS2 security mechanisms. (1) Due to the presence of SROS2, it can only communicates with the GCS and other robots by publishing and subscribing to relevant SROS2 topics using the functions defined by the ROS2 client library with valid security files. (2) It cannot forge digital certificates for authentication or break the encryption. However, it has the ability to read and use the certificates installed in its own robot. (3) It can passively eavesdrop all network traffics in its wireless communication range by switching its wireless adaptor to the promiscuous mode. This is feasible on vast majority of robots’ on-board computers.

4 METHODOLOGY OF INVESTIGATING ROS2

We introduce a methodology to thoroughly inspect the security of ROS2 implementation. It consists of four steps (Figure 2). (1) We first abstract the key events related to the network communication from the ROS2 and SROS2 source code (Section 4.1). (2) We describe the ROS2 system with the formal language CSP# [85] by modeling the nodes, participants and their communications (Section 4.2). (3) We formalize the desired security requirements, and perform model checking on the constructed model under these requirements (Section 4.3). The model checker generates possible counterexamples, which are the system states that violate the requirements. (4) We analyze the counterexamples, summarize the vulnerabilities of SROS2 modules, and further verify their exploitability (Sections 5 and 6).

4.1 ROS2 Abstraction and Modeling

A typical ROS2 workload comprises three basic entities: nodes, participants, and the system owner. They interact with each other through a series of function calls to take actions, including policy updates, message communication, etc. The first step of our methodology is to identify the interactions between these entities and abstract them into a series of events that can be formally described. This approach enables formal verification of the abstracted system, but faces two main challenges. First, it is difficult to accurately identify the function call traces related to communication from the ROS2 source code. ROS2 is a massive system at three implementation levels (high-level API, RCL and RMW) with more than 500k lines of code in a mix of Python, C++ and C languages. Apart from core components for robot communication and control, it also contains numerous feature modules such as ROS1 adaptation, user experience enhancement, etc. Second, the implementation of inter-node communication processes also involve various inner-node functions, such as validating the userland code\(^2\). These functions are redundant in modeling the communication structure since we focus on the security issues of ROS2 caused by the inter-node actions.

To address the above challenges, we adopt code property graph (CPG) [93] to represent the code structure, shortlist critical functions related to communication, and abstract the key events. CPG is a graph representation that matches the abstract syntax tree, control flow graph and program dependency graph into one joint data structure. Our strategy contains three main steps.

(1) Key Function Identification. We first locate the code sections that process communication messages from the large ROS2 code base. This can be achieved by tracking the data flow that involves the message variables in the CPG.

(2) CPG Purification. Next we further purify the CPG by removing the redundant function nodes that handle the inner-node behaviors but do not contribute to inter-node communications. As discussed previously, ROS2 implements validation mechanisms to ensure the validity of userland code. The execution of these functions results in either (a) its caller function continuing to execute if no error is reported, or (b) terminating the caller function execution and throwing an error. Either way will not change the normal interaction relations between the communication-related functions. Therefore, we consider eliminating them from the graph for easier modeling. Since these input validation components do not change the interaction relations between the communication-related functions, they exhibit the same pattern in the control flow of the CPG representation: input validation function nodes have direct outgoing edges to the error handler function nodes, which then terminate the control flow. Leveraging this property, we can efficiently identify them by traversing the graph and examining the outgoing edges for each node. The purified CPG can then be constructed by removing the error handling nodes and joining the other nodes together. Figure 3(a) demonstrates an example of a code snippet in RCL for publisher node creation (rcl_publisher_init), which has two functions for userland code validation (rcl_node_is_valid and rcl_node_resolve_name). By removing these nodes, we can reconstruct the abstracted graph that only includes the communication-related functions in Figure 3(b).

(3) Verification and Analysis. Now the CPG only contains key functions that directly control the interactions between ROS2 system entities. To ensure the correctness of the CPG, we locate the

\(^2\)For instance, user-specified node name will be examined by both RCL and RMW to ensure its uniqueness.
key functions in the ROS2 source code and check if their call relations comply with the abstracted CPG callgraph. Then, we manually analyze these key functions to understand the ROS2 inter-node communication workflow. Since the complexity of the CPG has been greatly reduced through previous steps, it is feasible and efficient to conduct verification and analysis manually.

**Implementation.** We apply a robust parser Joern [93] to parse the source code of RCL and RMW, generate and purify the CPG. Specifically, we first construct the CPG of the functions related to communication, which contains 1283 nodes. We summarize the exception keywords (“ERROR,” “err,” etc.) based on ROS2 coding practice and use them to label the error handler functions for CPG purification. After deleting the nodes directly connected to them, we establish the final abstracted CPG that contains 89 function nodes. We analyze these functions and summarize 23 key functions which are critical for inter-node communication. More details of our implementation are available at [9].

We further analyze the key functions and their dependencies, and figure out the inter-node communication workflow, as briefly below. The system owner first passes the security files to the user, who then stores these files in a self-defined path. To create an ROS2 node, the user initializes RCL with the security file path, and calls the rcl_init_publisher or rcl_init_subscription function depending on whether it is a publisher or subscriber. This function triggers the participant initialization handler in RMW. RMW verifies the integrity of the security files in the provided security path, and loads the access control policies as DDS QoS parameters. When the node publishes a message to a topic, the corresponding DDS participant calls the DDS API with this message. When a subscriber node subscribes to an ROS topic, its participant subscribes to the corresponding DDS topic so that it can receive any messages published to that topic. In this manner, ROS2 translates userland code to a complete communication structure, while the network-level communication is handled by DDS.

### 4.2 Model Construction

Following the prior works [82, 96], we use CSP# [85] to describe the ROS2 communication system. It is an extension of CSP (Communicating Sequential Processes) [42] that mixes high-level operators with low-level programs for efficient modeling and verification of software systems with concurrent events. This makes it suitable for modeling the abstracted ROS2 system with concurrent node communication processes. Based on the event abstraction in Section 4.1, we define three types of processes: owner_proc, node_proc, and parti_proc. Figure 4 shows the abstracted diagram of our CSP# model. Below we briefly the construction of the model for an ROS2 system with N nodes and M topics, while the detailed formal description of each process is available in our supporting material [9].

(1) **owner_proc** models the system owner that defines the access control policies and updates them to the nodes through security files. Each security file stores the access control rules for at least one node, and is modeled in an array owner_access: for a giving node i and a topic j, the Boolean vector owner_access[i, j] = [x, y, z] denotes if this node has publishing (x) and subscription (y) permissions, and knowledge of the topic’s configurations (z). Each security file has a path (denoted as path) known by its corresponding node(s). Then owner_proc stores path to the access channel, denoted as acc_chl. There can be N channels in the system, with each one associated to a node.

Nodes and participants should obey the access control policies defined by the system owner. For clear representation, we let pubij = owner_access[i, j][0] and subij = owner_access[i, j][1] to denote the publishing and subscription access of node i to topic j.

(2) **node_proc(i)** process models ROS2 node i. It first initializes itself by loading the security files from the user-defined path, and initializes a participant with the loaded contents. The node does not directly handle the contents of the security file in this step. After initialization, the node can (i) re-initialize itself with a new security file path and the corresponding participant; (ii) publish messages to the participant via an internal publishing message channel; or (iii) subscribe messages from the participant via an internal subscription message channel. Note that while access control is defined at the node level, SROS2 does not enforce access control over the nodes, but relies on DDS to regulate the participants corresponding to the nodes. Thus nodes can freely execute the publishing/subscription functions to arbitrary topics, but the corresponding participants will get rejected if they do not have the proper access.

(3) **parti_proc(i)**: this process models the participant created by node i. Upon initialization, the participant verifies the integrity of the security file contents provided by the node. It then retrieves the access control policies from the file and saves them into the corresponding internal access channel if the security file is valid. Then, it can (i) retrieve the messages from the internal publishing message channels and send them to the topics in the global data space of the DDS system; (ii) use its identity certificate to retrieve the messages of corresponding topics from the transport protocol and send them to the internal subscription message channels; or (iii) update the access control rules.
4.3 Model Checking
The above formal model enables the security checking of given security requirements and identification of possible violations via a model checker. If the model violates any security requirements, the model checker can automatically generate a counterexample, an execution trace that leads to the violation.

Security requirements. To identify the potential vulnerabilities in the ROS2 implementation, we first describe the desired security requirements for the system. These requirements are summarized from ROS2 Robotic Systems Threat Model [5], an official document describing the security goals, assets, and attack vectors in robotic systems. Following the previous work [49], we adopt the requirement engineering [23] technique to manually interpret the document. By mapping the security goals to the assets accessible to MRS participants, we conclude six security requirements for the system. Specifically, R1 and R2 are for system completeness, which ensures that all system entities participate in the communication process. R3 to R6 describe the security and privacy of the system entities. For each summarized requirement, we further describe it with the LTL (linear temporal logic) [64] formula. Let $\square$, $\diamond$, and $U$ be the temporal operators “always”, “eventually”, and “until”; $\land$, $\lor$, and $\rightarrow$ be the logical operators “and”, “or”, and “implies”. The security requirements for the ROS2 system can be formulated as below.

(R1) Each node in the system has access control rules to at least one topic, either for publishing or subscription. Let $npubij$ and $nsubij$ be the publishing and subscription access of node $i$ to topic $j$, then $\square \land j=0,...,N-1 \sum_{i=0}^{M-1} (npubij + nsubij) > 1$.

(R2) Each topic is accessible to at least one node to publish messages and at least one node to subscribe messages, i.e., $\square \land j=0,...,M-1 \sum_{i=0}^{N-1} npubij > 1$ and $\square \land j=0,...,M-1 \sum_{i=0}^{N-1} nsubij > 1$.

(R3) The access control rules to message publishing of a participant should always be the same as the one declared by the owner. Let $pubij$ and $ppubij$ be the system-defined publishing access of node $i$ to topic $j$, and the access at the participant level, then we have $\square \land i=0,...,N-1; j=0,...,M-1 pubij == ppubij$.

(R4) The access control rules to message subscription of a participant should always be the same as the one declared by the owner. Let $subij$ and $psubij$ be the system-defined subscription access of node $i$ to topic $j$, and the access at the participant level, then we have $\square \land i=0,...,N-1; j=0,...,M-1 subij == psubij$.

(R5) A participant $i$ can publish (resp., subscribe) to a topic $j$ only when $ppubij == 1$ (resp., $psubij == 1$) and the buffer of channel topic $j$ is not full (resp., empty). Let $p_msgij$ and $s_msgij$ be Boolean variables denoting whether participant $i$ publishes and subscribes to topic $j$. Let $call(x, chl)$ be querying the buffer information of a channel $chl$, $cfull$ and $empty$ denoting whether the channel is full or not. Then we have $\square \land i=0,...,N-1; j=0,...,M-1 (p_msgij == 1 \rightarrow ppubij == 1) \land call(cfull, topic[j]) == False)\land (s_msgij == 1 \rightarrow psubij == 1) \land call(empty, topic[j]) == False)$, where $call(operation, name)$ is a static method to query the buffer information of a channel in the model checker.

(R6) When a node $i$ legally subscribes to a topic $j$, it can only access the messages sent to the topic by legal nodes, but no other information of the topic’s publishers. Let $Lij$ be the nodes that have access to publish messages to topic $j$, $qi(k)$ be a Boolean value denoting whether the message subscribed by node $i$ is equal to the message published by node $k$, and $f(i, k)$ be a Boolean value denoting whether node $i$ knows the access of node $k$. Then we have $\square \land i=0,...,M \land (nsubij == 1 \land \bigwedge_{k \in Lij} npubkj == 1) \rightarrow (\sum_{k \in Lij} g(i, k) == 1 \land \sum_{k \in Lij} f(i, k) == 0)$.

Implementation. Without loss of generality, we apply the popular Process Analysis Toolkit (PAT) tool [84] to automatically verify if the abstracted CSP# model in Section 4.2 satisfies the above security requirements. Particularly, we construct the system based on the SROS2 sample project chatter [76], which has two nodes and two topics. This project is selected for two reasons. First, it involves the complete message publishing and subscription process in a well-defined communication structure. Since ROS2 communication is node-to-node basis, increasing the number of nodes and topics does not necessarily increase the complexity of the checked model. Second, this project has the native security implementation developed by ROS2 official. As people develop projects following ROS2 examples, the default misconfigurations in this project can be inherited to other community projects. Thus, we consider this model to be adequate and suitable for identifying vulnerabilities. We implement the concrete system model and initialize the system state based on the project’s default security configuration.

By verifying the model against the security requirements, we successfully identify multiple counterexamples in ROS2. Since the formal model is constructed strictly based on the key functions from the ROS2 implementation, all modeled processes and variables can be mapped to concrete objects in the source code. This enables us to quickly examine the related functions in the ROS2 implementation once a violation is detected, and identify the vulnerabilities led by the counterexamples. We analyze these vulnerabilities and demonstrate the exploits in Sections 5 and 6.

4.4 Discussion
While we select the chatter project in the system modeling process, our methodology can be applied to any ROS2 project and extended to other systems. This is because our strategy abstracts the ROS2 client library and DDS middleware into formally described processes and events. Fundamentally speaking, ROS2 projects are different only at the userland code level, which calls the low-level functions in different orders and quantities. We can easily model another ROS2 project by changing the number of topics, nodes, participants, and their publishing/subscription relationships.

We design our model checking approach to achieve soundness (i.e., each reported violation is indeed a reachable vulnerable system state) instead of completeness (i.e., identifying all the possible violations within the system). This is because our system modeling is parameterized by the number of nodes and topics, and it is impossible to achieve completeness due to the undecidability of parameterized system verification problem [13]. Thus, we follow the conventional approaches [44, 45, 49] to aim for soundness instead of completeness. The proposed model abstraction through node elimination results in a certain level of inaccuracy and may leave some vulnerabilities undiscovered. However, this process does not change the interaction relations between the communication-related functions, and thus guarantees the soundness of our approach.

Besides, we follow the official ROS2 threat model [5] to identify the vulnerabilities caused by false interactions between entities.
within the system. There exist some vulnerabilities beyond the scope of this threat model, and our methodology will fail to detect them. For instance, we do not consider the function-level vulnerabilities such as improper input sanitization vulnerabilities. Also, we do not consider implicit information leakage via side channels. During our manual analysis, we indeed find one such network side channel in ROS2: when a message is published to a topic, the ROS2 DDS identifies the receiver participants, and sends the message to each one separately. Since the message is the same, the network packets to each participant have the same source IP address, similar packet lengths, and very close timestamps. This allows an adversary to infer sensitive information about other nodes and topics by analyzing the network traffic, even it is encrypted by SROS2. How to formally discover such kinds of vulnerabilities is orthogonal to this work, yet an important direction to explore in our future works.

5 SECURITY VULNERABILITIES IN ROS2

We analyze ROS2 and SROS2 implementations with the proposed methodology. Specifically, we examine the three most used and maintained ROS2 versions according to ROS Metrics [10]: ROS2 Galactic [75], Foxy [72] and Eloquent [71]. We successfully identify four vulnerabilities that exist across all versions of ROS2 and SROS2 implementations. In the rest of this paper, we select ROS2 Foxy [72] distribution, the most mature and widely used ROS2 version as our target, while our findings also apply to the other ROS2 versions. We present the counterexamples, model checking outputs as well as our analysis on the minor differences between ROS2 versions in our supporting material [9].

5.1 V1: Permission File Replacement

The first vulnerability is caused by violations of security requirements R3 and R4 in Section 4.3, where a malicious node can bypass the access control policies and publish or subscribe to unauthorized topics. The root cause of this vulnerability is a ROS2 design flaw, where the adversary can abuse the local privilege to incur synchronization failures of access control policies.

ROS2 enforces access control policies by passing the SROS2 security files to the DDS security plug-in through APIs (Section 2.4). This requires the access control policies to be updated and synchronized in three layers of the ROS2 architecture. (1) System policies are created by the system owner. They are declared in the signed permission files and distributed to the corresponding robots. (2) SROS2 policies are loaded by the SROS2 modules. Each robot declares the directory that contains the security files. The SROS2 modules verify the validity of these security files, and then pass them to the DDS layer through API calls. (3) DDS QoS policies are loaded by DDS QoS security plug-ins. It enforces access control on the DDS participants and the ROS2 nodes.

Ideally, access control policies in the three layers should be timely synchronized: once the system owner updates the policies during the workload execution, the corresponding security files should be updated on the robots; the policies declared in the security files are then loaded by the SROS2 modules and passed to the DDS participants immediately. However, we discover that an adversary could abuse the design flaw of the SROS2 permission file revocation process to interrupt the synchronization process, thus invalidate the SROS2 access control and further attack the system.

As introduced in Section 2.3, the permission files store the access control policies. When a node publishes or subscribe to a topic, it provides the corresponding permission file stating the proper access to the topic. SROS2 rejects the action if the permission file does not contain a valid digital signature signed by the CA, thus enforces access control policies. However, SROS2 does not actively revoke the old permission files when the access control policies are updated. Instead, it simply replaces the old files with the new ones, or sets up a new directory to store the new files and changes the corresponding load pointers. Since a robot has read and write accesses to all the local files, an adversarial robot can store the expired permission files in a backup key store directory, and then pass them to SROS2 instead of the updated one (❶ in Figure 5). These expired files can pass the CA signature verification and are loaded for policy enforcement. By doing so, the adversary can obtain publish and subscription access to some restricted topics, even its permissions have been explicitly denied in the updated files. A direct mitigation towards this vulnerability is active certificate revocation. By revocation of expired certificates and permission files, the adversary cannot bypass the SROS2 verification with the old permission files. ROS2 has taken our suggestion and added documentation on manual certificate revocation methods in ROS2 rolling [77], the feature testing ROS2 version. However, an complete and automated solution is not implemented yet.

5.2 V2: Outdated Node Service

Similar to V1, the second vulnerability also violates R3 and R4 in Section 4.3. The root cause of this vulnerability is also the synchronization failures of access control policies in different SROS2 layers caused by a ROS2 design flaw, where the DDS QoS policies can only be updated during participant initialization. An adversarial node can leverage the loophole in SROS2 function calls to refuse the update of access control policies on the corresponding participant.

Particularly in ROS2, node publishing and subscription are two independent actions controlled by the robot. When a node publishes or subscribes to a topic, RMW calls the DDS APIs and the SROS2 security files are loaded to the corresponding DDS participant as the QoS policy parameters. The participant then creates a data reader or writer following the QoS policy. When the system owner updates the access control policies of a node, the robot is required to relaunch the node’s publishing or subscription service so the new policies can be updated to the DDS. This design is vulnerable because an adversarial robot can refuse to restart the services of its nodes (❷ in Figure 5), so it can continue accessing the topics, which are supposed to be revoked during permission updates.
5.3 V3: Default Mis-configuration
ROS2 provides a GUI plugin rqt_graph [70] to visualize the publishing-subscription relations between nodes and topics for the debugging purpose. To protect the recipient privacy [16], SROS2 disables this function and allows the system owner to configure the discoverability of each node and topic. By default, topics, nodes, and the publishers/subscribers to each topic are hidden after enabling SROS2. However, we identify one vulnerability that allows an adversarial robot to obtain sensitive information of other nodes and topics, i.e., violating the requirement R6 in Section 4.3. This vulnerability is caused by a default misconfiguration in the SROS2 implementation that contains insecure DDS QoS parameters.

We find that SROS2 has some default mis-configurations that could cause cross-node information leakage. For instance, in the implementation of the SROS2 settings for RTPS DDS [41], the default option for the message communication is sign without encryption. A signed DDS message does not hide the its publisher/subscriber participants’ information, and the adversarial node can read them to infer the network communication topology. This vulnerability was also reported by other developers as CVE-2019-19625 and CVE-2019-19627. The ROS2 community developed patches to fix them [73]. However, they are not merged into the ROS2 mainstream, making the current version still vulnerable.

5.4 V4: Permission File Inference
Similar to V3, this vulnerability can also cause cross-node information leakage, but from the permission files. Its root cause is the insecure coding practice without the consideration of the principle of least privilege. While the integrity of an SROS2 permission file is protected by its digital signature, its confidentiality is not guaranteed. ROS2 assumes that each node protects the confidentiality of its own files including the permission files, so all these files are in cleartext. Ideally, creation of the permission files should follow the principle of least privilege [34]: every node in the system can only access the topics necessary for its legitimate purpose. Unfortunately, we discover that a majority of permission files in the official ROS2 projects, including the SROS2 sample publisher-subscriber system [74] and the Open Robotics RMF Demos project [62], disobey this principle and contain excessive information. The adversary robot can easily read the sensitive attributes of other nodes directly from its own permission file including their security configurations and topic access. Workloads which follow or adopt these permission file templates from official projects could suffer severe privacy threats.

It is worth noting that this vulnerability is fundamentally different from the previous ones. While V1 to V3 target the underlying communication protocols, V4 originates from the owner-specified permission files. It can be mitigated by carefully defining the permissions with the principle of least privilege. So in the rest of this paper, we do not consider this vulnerability any more.

5.5 Discussion
The severity of these vulnerabilities is reflected in not only the possible consequences, but also their stealthiness. The existing ROS2/SROS2 mechanisms cannot effectively detect attacks from these vulnerabilities. Specifically, (1) in the current ROS2 communication protocol design, messages do not contain publisher information, and topics are typically designed to process homogeneous types of message without the capability and necessity of tracking the message sources. Therefore, when the adversarial robot exploits the unauthorized publishing/subscription vulnerabilities (V1 and V2) to actively send malicious messages, it is difficult to detect such an anomaly. One possible solution is to actively inspect messages in the network layer, log their sender/receiver IP addresses and construct their publishing-subscription relations. By checking this relation against the system communication graph generated by the ROS2 built-in tool rstopic [29], we can detect if a robot is sending unauthorized messages. However, as mentioned in Section 2.4, SROS2 prohibits the use of this tool. The system owner cannot enable this tool by sacrificing the privacy. (2) Exploiting V3 is a passive process, and the adversary does not need to actively communicate with other topics. It is also hard to monitor the occurrence of this attack. (3) SROS2 does not provide any logging features. Function calls and communication messages are not accountable, making it difficult to pinpoint the malicious actor after system failures.

6 VULNERABILITY EXPLOITATION
We validate the exploitability of the discovered vulnerabilities with various real-world ROS2 workloads in both simulation environments and physical testbeds. We show that exploiting these vulnerabilities could cause severe consequences, including but not limited to terminating the workloads, crashing the victim robots and damaging the surroundings, and stealing users’ private information.

6.1 Simulation Setup
ROS2 Workloads. We select three open-source MRS workloads based on ROS2 from the Robotics Middleware Framework (RMF) project [62], which is developed by Open Robotics [61]. The project demonstrates the usage of heterogeneous robot teams (nine types of robot in total) in 5 real-world environments with the ROS2 platform. In each workload, robots are controlled by the GCS task planner to collaboratively work on different types of tasks. We select three workload environments: airport terminal, clinic world and campus. Details about these environments are available online at [9].

By design, tasks in the three workloads are split into simpler subtasks that can be completed by one robot to increase the overall system efficiency. The GCS allocates tasks by considering the robot status (e.g., location, battery life, etc.) and system goal. Therefore, each robot works on various subtasks during the execution of the workflow, and requires different permissions to access different system resources that vary with the task.

Configurations. We deploy the above workloads in the Gazebo simulator [51] and ROS2 Foxy distribution. All workloads are set up by following the default configurations listed in their project sources. We deploy the SROS2 security features to all the workloads based on the threat model in Section 3.

6.2 Simulation Evaluation
It is worth highlighting that each discovered vulnerability is general to affect different ROS2 workloads with different attack consequences. Without loss of generality, we adopt one workload to
demonstrate each vulnerability and one possible consequence. Below we describe the exploitation procedures.

**V1: Permission File Replacement.** As described in Section 5.1, an adversary can pass expired permission files to SROS2 to bypass the access control. Specifically, the adversary can backup the permission files to a local directory which is not accessible to the system owner. After each permission file update, it can replace the latest permission file with any one of the old permission files that contains the permission he needs. In this way, the adversarial robot can bypass the system access control policy. In this case, the adversary can only access the topics that was once assigned to it.

We implement a prototype-of-concept attack on the airport terminal workload. We show one possible attack consequence, where the adversarial robot can cause task completion failures by manipulating its access permission to unauthorized environments. As shown in Figure 6, a CleanerBot with the task of cleaning the region zone_2 only has access to the topics related to the resources in this region. When a robot completes this task, the GCS assigns a new task region and updates the permission file so that it only contains access to the topics about the new region, while previous access permissions are revoked at the same time. A robot can exploit V1 to retain the old permissions and access topics that should only be available to other robots. Our experiment shows that an adversarial CleanerBot can eventually obtain the publish/subscribe access to all the topics required by the cleaning tasks, which include the access to control the operation of automatic doors in different cleaning regions as shown in Figure 6. By sending the close command to the door control topic, the adversarial robot hinders the movement of other robots and causes workload execution failures.

**V2: Outdated Node Service.** To retain old permissions, the adversarial robot can also refuse to re-initialize the nodes after the policy update (Section 5.2). We design an attack on the campus workload, where multiple robots deliver items using GPS localization. Each robot streams its location to its corresponding adapter topic so that the GCS can coordinate the overall delivery task accordingly. By exploiting V2, an adversarial robot can retain the publishing access to the previous adapter topic regardless of its current legitimate publishers. It can then send forged GPS data to this topic for the GCS to process. As a result, the task controller will calculate the path based on the spoofed GPS location provided by the adversarial robot as long as it sends fake messages with higher frequency to overwheels correct messages from the benign robot. Figure 7 shows one possible attack consequence from our simulation experiment: the adversary carefully selects a spoofed location so that the GCS generates a wrong path (blue) and assigns it to the benign robot. The benign robot will follow the trajectory (red) but from its actual location, and crash into the obstacles.

**V3: Default Mis-configuration.** The adversary can leverage the default mis-configuration in DDS to obtain critical information (Section 5.3). In the default DDS (eProsima Fast DDS), the variable rtps_protection_kind defines whether the RTPS message is protected by encryption, which is ‘SIGN’ by default. Therefore, we can exploit the vulnerability of CVE-2019-19625 [2] with the ROS2 robot fingerprinting tool Aztarna [88] to list all nodes and topics. By regularly examining the map resource topics subscribed by each robot, the adversarial robot can record the locations of all other robots and infer their tasks. For example, Figure 8 shows the attack result in the RMF clinic world workload. The adversarial robot captures the location of other robots every minute. Based on such information, it can infer that robot 2 is patrolling between the nurse rooms at level1 and level2; robot 3 is performing guidance tasks between the counter and the waiting area; robot 4 is delivering items between different locations. In real-world scenarios, robot tasks can be closely related to users’ personal information. Various works have highlighted that robotic systems (e.g., surgical robots) in hospitals are vulnerable to cyber attacks [26, 35] and have critical privacy issues [81, 83]. Exploiting V3 provides a new attack opportunity to steal personal information in such sensitive scenarios.

### 6.3 Physical Evaluation

We further validate these vulnerabilities in a physical testbed, which proves it is practical to exploit them to cause severe consequences.

**Physical testbed setup.** We set up a cloud-based MRS workload from Amazon RoboMaker [14], developed by AWS Robotics [80] and JdeRobot [46]. It considers the operation environment in the Amazon warehouse. We implement this environment with three physical Turtlebot 3 Waffle Pi robots [68] and AWS Elastic Compute (EC2). More details of our physical setups and configurations can be found online at [9].

**Evaluation results.** Following the attack processes described in Section 5, we implement the exploits to V1, V2 and V3, respectively. After gaining unauthorized access to different resources through the exploitation, the adversarial robot can cause various attack outcomes. Here we only demonstrate some possible consequences.

For V1 and V2, we observe that the adversarial robot can directly cause system failures and robot crashes similar to the simulation results in Section 6.2. Particularly, the GCS relies on the real-time position information provided by robots to calculate their trajectories and ensure no collisions during the workload. However, the adversarial robot can easily trick the GCS to design a wrong trajectory by constantly sending spoofed location messages to the topic belonging to other robots. In practice, we observe that the victim robot crashes into walls and other robots when the local obstacle avoidance function is not enabled. When we manually enable this
function, the victim robot just stops functioning because obstacle avoidance contradicts the commands given by the GCS. For V3, we find that it leads to sensitive information leakage similar to V1. This is because V1 to V3 are rooted in SROS2 design flaws that violate the security considerations in MRS, which are independent to the underlying protocol. There exist straightforward solutions to mitigate each vulnerability individually. For instance, V1 can be mitigated by updating a node’s certificates whenever its access policy is updated; for V2, the system owner can enforce all participants to temporarily leave the system and then rejoin during policy update; V3 can be mitigated by correcting the default misconfigurations. However, these ad-hoc solutions could bring inconvenience for the workload execution and system maintenance. Furthermore, V1 and V2 cannot be fully patched due to the physical limits in the MRS scenarios. The system owner cannot constantly monitor all robots’ security configurations and function execution at runtime considering the unstable network in real-world workloads.

7 A GENERAL DEFENSE SOLUTION

It is necessary to fix the above threats and make SROS2 really secure. While changing the ROS2 underlying protocol from DDS to other established ones seems to be feasible, it does not address the issues. We justify the security of our solution through rigorous proof, formal verification and physical experiments (Section 7.4).

7.1 Design Rationale

We aim to design a unified defense solution, which could fundamentally address the identified vulnerabilities in SROS2. The main goal is to refine the ROS2 communication process to securely and efficiently distribute messages among participants. Specifically, it should exhibit three properties. (1) Security: the ROS2 access control is expected to be correctly enforced, and the confidentiality of nodes’ and topics’ information should be strongly preserved. (2) Efficiency: the overhead of the solution should be acceptable in the MRS workload context. (3) Compatibility: the solution can be integrated to ROS2 without any additional infrastructure. Attribute-based encryption (ABE) solutions are mature and widely applied to enforce access control in various types of systems [11, 22, 89] including DDS [48]. However, these primitives are inefficient because they provide fine-grained access control with redundant functionalities in the context of ROS2.

To this end, we introduce a lightweight solution specifically for robotic systems with the private broadcast encryption (PBE) primitive [16] as the underlying technology. Compared with other generalized encryption systems, our method is customized to ROS2 to meet the design requirements so that it is very efficient and fully compatible with ROS2 without modifying its underlying source code. If the ROS2 system is not equipped with SROS2, our method can provide the same mandatory access control. If SROS2 is enabled, our method can prevent all the identified vulnerabilities in Section 5. Our solution can defeat a stronger threat model than the one in Section 3: it can protect the system even if there exist multiple adversarial robots that collude and exchange information with each other. We justify the security of our solution through rigorous proof, formal verification and physical experiments (Section 7.4).

7.2 Methodology Description

We incorporate the PBE scheme into the ROS2 communication system. This scheme uses public key encryption with key indistinguishability under the chosen-ciphertext attacks (IK-CCA) [37] to encrypt the ciphertext component for each recipient. It then generates a random signature and verification key for a one-time, strongly unforgeable signature scheme. It includes the verification key in each public key encryption and then signs the entire ciphertext with the signing key. To be precise, let G be a group with g as the generator, where the computational Diffie-Hellman problem (CDH) [36] is hard but the decisional Diffie-Hellman problem (DDH) [21] is easy. H is a hash function mapping $H: G \rightarrow \{0, 1\}^\lambda$ for a security parameter $\lambda$ modeled as a random oracle. Hence, given a strongly correct IK-CCA public key encryption scheme (Int.Keygen, Enc, Dec), a strongly existentially unforgeable signature scheme (SigGen, Sig, Ver), and a pair of semantically secure symmetric key encryption and decryption algorithms (E, D), the PBE system can be described as follows.

1. **Setup($\lambda$):** Run $I \leftarrow \text{Int}(\lambda)$ to get the global parameter $I$.
2. **Keygen($I$):** Given $I$, generate $(pk_i, sk_i) \leftarrow \text{Gen}(I)$ for each node $i \in N$. Also generate key pairs $(vk_i, s_{vk_i}) \leftarrow \text{SigGen}(I)$ for each node $i \in N$ for signature and verification processes. Then, choose a random exponent $a_i$ and let $pk'_i = (pk_i, g^{a_i}), sk'_i = (sk_i, a_i)$. $(pk'_i, s_{vk_i})$ and $(vk_i, s_{vk_i})$ are sent to node $i$ and publish $pk'_i$.
3. **Encrypt($P, m$):** Consider that node $k$ with signature key and verification key $(vk_k, s_{vk_k})$ wants to send a message $m$ to nodes in a selected subset $P \subset N$. Node $k$ runs the following procedures:
   3.1. Randomly choose a one-time symmetric key $K$ used to encrypt $m$.
   3.2. Randomly select a one-time exponent $t$ and set $W = g^t$.
   3.3. For every node $i \in P$, compute $c_{pk_i} \leftarrow H(g^{|K|}) || \text{Enc}_{pk_i}(vk_k || g^{a_i} || K)$.
4. Let $C_1$ be the concatenation of the $c_{pk_i}$ ordered by their values of $H(g^{|K|})$.
5. Encrypt $m$ as $C_2 \leftarrow \text{Ek}(m)$.
6. Generate the signature for the above ciphertext as $\mu \leftarrow \text{Siggen}(W || C_1 || C_2)$.
7. Broadcast ciphertext $C = \mu || W || C_1 || C_2$ to all nodes.
8. **Decrypt($sk_j, C$):** Each node $j \in N$, parse $C = \mu || W || C_1 || C_2$ and $C_1 = c_1 || c_2 || \cdots || c_p$, then run the following procedures:
   4.1. Calculate $r = H(W^{a_j}) = H(g^{|K|})$.
   4.2. Find $c_j$ such that $c_j = r || c$. If it does not exist, return ⊥ and stop.
   4.3. Compute $d \leftarrow \text{Dec}(sk_j, c)$. If $d = \bot$, return ⊥ and stop. Otherwise, parse $d$ as $vk_k || \mu || K$.
   4.4. If $u = W^{a_j},$ return ⊥ and stop.
   4.5. If $\text{Ver}_{vk_k}(W || C_1 || C_2, m) \Rightarrow return m = D_K(C_2);$ otherwise, return ⊥.

The above scheme can be adopted in ROS2 with the following steps.
1. The CA generates pairs of certificates and private keys for nodes in the ROS2 system with Gen. Then the system owner updates the certificate/key pairs to each node.

---

3 For formal definitions of these NP problems, please refer to [16].
2. The system owner formulates the access control policies and updates them to all nodes. It then passes access control knowledge to nodes accordingly. Each node knows the topics to publish/subscribe to. A node with publishing (resp., subscription) access is provided with the public (resp., verification) keys of its subscribers (resp., publishers) $N$.

3. When a node publishes a message $m$ to a selected subset groups $P \subseteq N$, it encrypts the message with the public keys of the recipient nodes in $P$ following the encryption function $\text{Encrypt}$ described above and publishes the ciphertext $C$ to the topic. While all the nodes in $N$ can subscribe to the topic, only the receiver nodes in $P$ have proper read access and can extract $m$ from $C$ using the decryption function $\text{Decrypt}$.

4. After a node extracts $m$ through the decryption function, it examines if the verification key $vk$ obtained from the decryption process is in the verification key list provided by the system owner. Otherwise, it discards the message $m$ because it comes from an untrusted node.

5. When the access control policies need to be updated, the system owner updates the new access control knowledge to the related nodes by encrypting the knowledge and publishing it to the nodes accordingly following step 3.

6. When a new node is introduced into the system after initialization, the CA generates key pairs and the system owner updates them to the node accordingly. The system owner then broadcasts the public key of the new nodes together with the updated access control policies to the existing nodes following step 3. The same process applies to the node revocation scenario.

### 7.3 Implementation

We implement the proposed defense as a lightweight Python3 package [9]. The system owner can set up our defense in an existing ROS2 workload with three steps. First, CA generates the public and private key pairs required by the selected Elliptic Curve Cryptography (ECC) scheme for all nodes in the system. This process is the same as certificate/private key generation process required by SROS2, so it is supported by the SROS2 command line tool without additional infrastructure for implementation. Second, the system owner installs the defense scheme. The encryption and decryption functions can be easily imported from the Python3 package. Third, each robot encrypts the message with the public keys of the intended receivers before sending it out. The receiver robots can decrypt ciphertext messages as long as they are in the receivers list.

### 7.4 Security Evaluation

We perform the security assessment of our defense in three aspects.

#### 7.4.1 Theoretical Analysis

Given the strongly correct IK-CCA public key encryption scheme (Int, KeyGen, Enc, Dec), a strongly existentially unforgeable signature scheme (SigGen, Sig, Ver), and a pair of semantically secure symmetric key encryption and decryption algorithms (E, D), the aforementioned PBE system has been proven to be secure under chosen-plaintext attacks. We describe how the PBE holds the requirements in Section 4.3. Specifically, considering that node $k$ wants to send a message $m$ to nodes in a selected subset $P \subseteq N$, we have the following two theorems, where the first one is used to fix vulnerabilities V1 and V2, while the second one is used to fix V3. The complete proofs are available in our supporting materials [9].

**Theorem 1.** If node $k$ is malicious, the above PBE system holds that node $k$ cannot pretend to be other honest users to send ciphertext.

**Theorem 2.** If node $k$ is benign, for any adversary $A$, the above PBE system holds that $A$ cannot obtain the identity of benign nodes in $P$. Particularly, if there is no malicious node in $P$, $A$ cannot obtain useful information about message $m$.

**Remark:** The proposed defense scheme can protect the ROS2-based MRS against the identified vulnerabilities, as shown in Figure 9. For V1 and V2, the adversarial node can bypass the SROS2 access control and publish to unauthorized topics. However, according to Theorem 1, PBE prevents it from pretending to be honest users for sending ciphertext. Thus, the receiver nodes can identify that the publisher is malicious. Similarly, for an adversarial node that exploits V1 and V2 to subscribe to unauthorized topics, it cannot decrypt the messages received from the topics and obtain any useful information according to Theorem 2. For V3, the adversarial node observes the network traffic and infers the secret information. With our defense, a node can subscribe to any topics yet only retrieve useful information from the authorized ones. Thus, the network traffic between any two nodes do not necessarily mean that they are exchanging valid information. So the adversary cannot gather sensitive information with V3. With these properties, our solution provides recipient privacy and the same mandatory access control as ROS2, so it can be implemented individually or on top of ROS2.

#### 7.4.2 Formal Verification

We formally verify the security of the proposed scheme. First, we construct a formal model for the encryption scheme and perform formal verification with ProVerif [19]. No protocol weaknesses are identified when verifying the model against the security requirements. We then follow the model checking approach in Section 4 to verify the security of its integration in ROS2. Specifically, we identify the events that should be performed by the system actors as defined in Section 7.2. We then abstract them and describe them with CSP#, and extend the previously constructed CSP# model in Section 4.2 to describe the ROS2 system with the proposed defense solution. By verifying the new model with PAT, we confirm that the identified vulnerabilities have been fixed with no additional counterexamples generated.

#### 7.4.3 Empirical Validation

We repeat the physical attacks launched in Section 6.3 with the same setups. After enabling our defense scheme, we observe that all three identified vulnerabilities are no longer exploitable. Specifically, for V1 and V2, our defense provides...
the authentication service between the message sender and receiver. So even the adversarial robot can retain the old access permissions by replacing the permission files or refusing to restart the node service, it is still not able to access the unauthorized topics. For V3, our defense scheme prevents the adversarial robot from distinguishing valid communications from the invalid ones when monitoring the network traffic. Therefore, the adversary is not able to infer the communication topology using any fingerprint tools. It is worth noting that the proposed solution cannot defeat DoS attacks. In fact, how to design full defenses against DoS attacks from insiders in robotic systems is still an open problem \cite{17, 91}, because the adversary can use system knowledge to craft DoS messages that follow the protocol. Nevertheless, our design is less vulnerable to DoS attacks compared to other cryptographic solutions. Specifically, in step 4 of the scheme (Section 7.2), a node does not perform any decryptions if the received message is from an outsider (4.1), and only performs partial decryption (4.3) if the message is from an insider adversary, which increases the DoS difficulty.

7.5 Efficiency Evaluation

We evaluate the performance and resource consumption of our solution using the physical testbed. Below we present the main experimental results, while the physical experiment setups and experimental data are available in our project website \cite{9].

7.5.1 Performance Evaluation. We first measure the impact of the additional operations (e.g., encryption, decryption) on the performance of the MRS. We adopt the mainstream ROS2 Performance Test benchmark \cite{4} developed by ApexAI \cite{6}, and make necessary modifications to adapt to our defense scheme. We deploy two Turtlebot robots to run the publisher node and subscriber node respectively, connected to the same local area network.

We compare four settings. (1) Normal: ROS2 without any security features; (2) SROS2: ROS2 with SROS2 enabled. (3) PBE: ROS2 with the proposed defense; (4) Both: ROS2 with both SROS2 and proposed defense. For each experiment, we execute the task for 60 seconds, and repeat it for 10 times to obtain the average results.

Evaluation results. First, we explore the average encryption and decryption cost of our defense for different message sizes and publishing frequencies. We vary the publishing frequency from 10 Hz to 100 Hz, and the cleartext length from 8 Bytes to 4096 Bytes, covering the common configurations in most robotic system components. The encryption and decryption overhead of the PBE scheme is shown in Figure 10. We observe that the cost of those operations is slightly increased with the message length: the average encryption/decryption time of a 4KB message is 6.4%/4.9% longer than a 8B message. We also observe the cost is slightly decreased with a higher publishing frequency. This might be due to the CPU Dynamic Voltage and Frequency Scaling (DVFS) optimization feature.

Second, we compare the end-to-end latency for the entire system with four security settings. We also select the above ranges of message sizes and publishing frequencies. The results are shown in Figure 11. Our solution introduces around 4ms latency for each communication. Compared with Figure 10, such cost is mainly from the encryption/decryption operations. In real-world robotic systems (especially the cloud-based), the network latency is much higher (in the order of seconds). Therefore an MRS is commonly designed to be delay-tolerant \cite{1}, and this overhead can be ignored. We further measure the data loss rate during transmission, and observe that our scheme causes less than 0.01% of data loss at 100Hz frequency with the message sizes of 1KB and 4KB. It happens during communication initialization, when the first few packets are not delivered to the subscriber. This “initial loss” is also observed by other works \cite{55}, and does not affect the system operation.

Third, we explore the scalability of the proposed defense. We examine the system latency in two experiment settings: (1) one publisher publishes to multiple nodes; (2) a number of nodes connected in series, where the intermediate nodes act as both publishers and subscribers. For each scenario, we vary the number of subscription nodes from 1 to 8 and message sizes of 64 and 4096 bytes. The publishing frequency is fixed at 20 Hz. The communication latency of different system configurations is shown in Figures 12 and 13. We observe that the end-to-end latency does not increase significantly when more nodes subscribe to one publisher. When nodes are connected in sequence, the latency increases linearly with the number of communication nodes. In practice, an intermediate node needs to process the incoming message or control the actuators to operate accordingly before transmitting the message to the next one. This process can compensate the overhead incurred by our solution. Overall, our defense does not incur significant latency compared to SROS2, and can easily scale to large systems.

7.5.2 Resource Consumption Evaluation. We measure the resource consumption in our defense, which is critical for robots with limited computing capability. We select and implement two most widely adopted MRS workloads: navigation \cite{47} and exploration \cite{65}.

Evaluation results. We measure the runtime CPU and RAM utilization of the on-board processors on the Turtlebots, as shown in Figure 14. For the CPU usage (Figure 14(a)), the navigation and exploration workloads require 42.5% and 45.2% of CPU resources,
respectively, and enabling SROS2 does not increase the CPU utilization significantly. With the proposed defense, the CPU utilization of these two workloads are increased to 62.9% and 72.3%, respectively. Such overhead is acceptable since the CPU cores are still not saturated. In real-world workloads, on-robot processors are under-utilized most of the time [95] because they should meet the performance requirement of the most computational extensive sub-task, which only takes very little operation time. Our solution only takes the redundant computational power during the workload execution. Also, we believe the CPU utilization can be further optimized by migrating the current Python implementation to C++, which is also supported by ROS2. For RAM utilization (Figure 14(b)), the two workloads require 279.6 MB and 326.9 MB of memory. The defense increases the RAM consumption to 354.0 MB and 396.2 MB. This is far lower than the capacity of common robotic processors (e.g. 1GB RAM for the Raspberry Pi 3B+ model in our experiments).

8 RELATED WORKS

Model checking. Model checking has been widely adopted to verify the correctness and security of systems [32, 33, 60, 66]. Recently, researchers applied this strategy to verify robotic and autonomous applications, such as DoS vulnerabilities in connected vehicle protocols [44], safety properties of ROS-based robotic applications [20], hierarchical properties of swarm robot systems [43], security, liveness and priority of the DDS without considering the ROS2 implementation [54]. Different from the works which focus on either applications or individual components of the ROS/ROS2 system, we mainly target the fundamental implementations of the ROS2 security features.

Access control with cryptography. Barth et al. [16] proposed the first private broadcast encryption scheme to achieve identity-based access control among messages. Then, many variants (e.g., attribute-based encryption (ABE), puncturable encryption) were proposed to achieve more precise access control with the attribute of the system participants [18, 39, 52, 78]. For instance, Bethencourt et al. [18] developed a ciphertext-policy based ABE that allows tree-based access policies. Yu et al. [94] proposed a solution for indirect attribute and user revocation.

ROS2 and DDS Security. Previous works including [90] explore the efficient and automatic generation of SROS2 permission files for ROS2 projects. Other work [54] formally verify the security of DDS in ROS2. These works leverage existing SROS2 features and do not consider that adversaries could bypass SROS2 through its native vulnerabilities. Instead, we propose the first study over the security of ROS2 implementation. The vulnerabilities discussed in this work thus cannot be identified or patched by the previous solutions.

9 CONCLUSION

In this paper, we perform a thorough and systematic security analysis about ROS2 with the DDS security features. We design a formal method to model the ROS2 system and security requirements. We identify four vulnerabilities in the implementation of ROS2, which can invalidate the security mechanism of DDS, and threaten the robotic workloads. To fundamentally address these issues, we design a practical and lightweight defense methodology with the private broadcast encryption. We have reported our discoveries to the ROS2 official and are working with them on possible mitigation. We hope these vulnerabilities can be fixed very soon to advance the secure development of robotic systems and applications.
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